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Preface

Welcome to the latest edition of Managing Engineering and Technology. This book is different
from the previous one since today’s technological society is constantly progressing, and with the
progress comes a need for the engineer to be able to address the technological societal challenges
and opportunities for the future. Engineers are a key element today in the role that any country must
play to maintain technological leadership and a sound economy while the world becomes flatter
in today’s global economy. To do this, the engineer needs to remain alert to changing products,
processes, technologies, and opportunities and be prepared for a creative and productive life and
position of leadership.

This book is intended to be an overview of the field of engineering management; yet, real-
istically we recognize that the faculty adopting this text will want to tailor the content to their
specific needs. The basic outline of the text remains unchanged. The text examines the four main
management functions followed by the functions of technology management. As we worked with
various reviewers and faculty on this edition it became apparent that today there are several primary
concerns for the engineering manager. These include engineering ethics, leadership, and globaliza-
tion. The sixth edition of the text addresses these concerns and has incorporated lessons learned
from earlier editions, student and faculty comments, and our own personal teaching experience.

Some of the changes for this edition include the following:

* Emphasis on leadership. The four fundamental management functions are presented, but
leadership is now first.

» Additional material on ethics.

* Globalization is considered more.

* New reference section at the end of each chapter, including Web sites for many chapters.

* An expanded Web site includes PowerPoint slides for each chapter, test banks, and solutions
for instructors: www.pearsoninternationaleditions.com/Morse.

* Morse & Babcock’s EM Blog: A Blog for Engineering Management Educators (http://
morseandbabcock.wordpress.com/). This blog contains current material pertaining to engi-
neering management and additional reference and project material.

The authors of this textbook will remain alert to changing customers, products, processes, technol-
ogies, and opportunities for engineering management and management of technology students. Again,
suggestions for the improvement of the text are always welcome. We hope that the changes made in
this edition of Managing Engineering and Technology will be helpful to instructors and students alike.

15
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Engineering and Management

PREVIEW

Today’s technological society is constantly changing, and with the change comes a need for the
engineer to be able to address society’s technological challenges as well as the opportunities for
the future. Engineers play a key role that in maintaining technological leadership and a sound econ-
omy as the world becomes flatter in today’s global economy. To do this, the engineer needs to
remain alert to changing products, processes, technologies, and opportunities, and be prepared for a
creative and productive life and position of leadership.

To assist the engineer for a productive life and position of leadership, this chapter begins
with a discussion of the origins of engineering practice and education, the nature of the engineer-
ing profession, and the types of engineers, their work, and their employers. Next, management is
defined and managerial jobs and functions are characterized. Finally, these topics are synthesized
by defining engineering management and a discussion of the expectation of managerial responsi-
bilities in the typical engineering career.

LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

* Describe the origins of engineering practice.

* Identify the functions of management.

» Explain what engineering management is.

» Explain the need for engineers in management.

21



22 Chapter 1 Engineering and Management

ENGINEERING

Origins of Engineering

The words engineer and ingenious both stem from the Latin ingenium, which means a talent,
natural capacity, or clever invention. Early applications of clever inventions often were military
ones, and ingeniarius became one of several words applied to builders of such ingenious military
machines.

Heritage of the Engineer. By whatever name, the roots of engineering lie much earlier than the

time of the Romans, and the engineer today stands on the shoulders of giants. William Wickenden
said this well in 1947:

Engineering was an art for long centuries before it became a science. Its origins go back to utmost
antiquity. The young engineer can say with truth and pride, “I am the heir of the ages. Tubal
Cain, whom Genesis places seven generations after Adam and describes as the instructor of every
artificer in brass and iron, is the legendary father of my technical skills. The primitive smelters of
iron and copper; the ancient workers in bronze and forgers of steel; the discoverers of the lever,
the wheel, and the screw; the daring builders who first used the column, the arch, the beam, the
dome, and the truss; the military pioneers who contrived the battering ram and the catapult; the
early Egyptians who channeled water to irrigate the land; the Romans who built great roads,
bridges, and aqueducts; the craftsmen who reared the Gothic cathedrals; all these are my forbears.
Nor are they all nameless. There are: Hero of Alexandria; Archimedes of Syracuse; Roger Bacon,
the monk of Oxford; Leonardo da Vinci, a many-sided genius; Galileo, the father of mechanics;
Volta, the physician; the versatile Franklin. Also, there are the self-taught geniuses of the indus-
trial revolution: Newcomen, the ironmonger; Smeaton and Watt, the instrument makers; Telford,
the stone mason; and Stephenson, the mine foreman; Faraday and Gramme; Perronet, Baker, and
Roebling; Siemens and Bessemer; Lenoir and Lavassor; Otto and Diesel; Edison, Westinghouse,
and Steinmetz; the Wright brothers, and Ford. These are representative of the trail blazers in
whose footsteps I follow.”

Beginnings of Engineering Education. Florman contrasts the French and British traditions of
engineering education in his Engineering and the Concept of the Elite, and the following stems both
from that and from Daniel Babcock’s writings. In 1716 the French government, under Louis XV,
formed a civilian engineering corps, the Corps des Ponts et Chausées, to oversee the design and
construction of roads and bridges, and in 1747 founded the Ecole des Ponts et Chausées to train
members of the corps. This was the first engineering school in which the study of mathematics and
physics was applied not only to roads and bridges, but also to canals, water supply, mines, fortifica-
tions, and manufacturing. The French followed by opening other technical schools, most notably
the renowned Ecole Polytechnique under the revolutionary government in 1794. In England, on
the other hand, gentlemen studied the classics, and it was not until 1890 that Cambridge added a
program in mechanical science, and 1909 when Oxford established a chair in engineering science.
True, the Industrial Revolution began in England, but [kjnowledge was gained pragmatically, in
the workshop and on construction sites, and engineers learned their craft—and such science as
seemed useful, by apprenticeship.
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America is heir to both traditions. Harvard and other early colleges followed the British
classical tradition, and during the Revolutionary War, we borrowed engineers from France and else-
where to help build (and destroy) military roads, bridges, and fortifications. “In the early days of the
United States, there were so few engineers—Iess than 30 in the entire nation when the Erie Canal
was begun in 1817—that America had no choice but to adopt the British apprenticeship model. The
canals and shops—and later the railroads and factories—were the ‘schools’ where surveyors and
mechanics were developed into engineers. As late as the time of World War I, half of America’s
engineers were receiving their training ‘on the job.””

The U.S. Military Academy was established in 1802, at the urging of Thomas Jefferson and
others, as a school for engineer officers, but they did not distinguish themselves in the War of 1812.
Sylvanus Thayer, who taught mathematics at the Academy, was sent to Europe to study at the Ecole
Polytechnique and other European schools; on his return in 1817 as superintendent of the Academy,
he introduced a four-year course in civil engineering, and hired the best instructors he could find.
As other engineering schools opened, they followed this curriculum and employed Academy gradu-
ates to teach from textbooks authored by Academy faculty. Florman continues:

Perhaps the most crucial event in the social history of American engineering was the passage
by Congress of the Morrill Act—the so-called “land grants” act—in 1862. This law authorized
federal aid to the states for establishing colleges of agriculture and the so-called “mechanic arts.”
The founding legislation mentioned “education of the industrial classes in their several pursuits
and professions in life.” With engineering linked to the “mechanic arts,” and with engineers
expected to come from the “industrial classes,” the die was cast. American engineers would not
be elite polytechnicians. They would not be gentlemen attending professional school after gradu-
ation from college [as law and medicine became]....Engineering was to be studied in a four-year
undergraduate curriculum.

Engineering as a Profession

The first issue (1866) of the English journal Engineering began with a description of

the profession of the engineer as defined in the charter that Telford obtained [in 1818 for the
Institute of Civil Engineers] for himself and his associates from [King] George the Fourth—*“the
art of directing the great sources of power in nature, for the use and convenience of man.”

A more modern and complete definition was created in 1979 by American engineering soci-
eties, acting together through the Engineers’ Council for Professional Development (ECPD),
the precursor to the Accrediting Board for Engineering and Technology (ABET). ECPD defined
engineering as

the profession in which a knowledge of the mathematical and natural sciences gained by study,
experience, and practice is applied with judgement to develop ways to utilize, economically, the
materials and forces of nature for the benefit of mankind

Certainly, engineering meets all the criteria of a proud profession. Engineering undergraduates
recognize the need for “intensive preparation” to master the specialized knowledge of their chosen
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profession, and practicing engineers understand the need for lifelong learning to keep up with the
march of technology. In Part V of this book, we look at engineering societies and their ethical
responsibilities in maintaining standards of conduct. Finally, engineers provide a public service
not only in the goods and services they create for the betterment of society, but also by placing
the safety of the public high on their list of design criteria. Each generation of engineers has the
opportunity and obligation to preserve and enhance by its actions the reputation established for this
profession by its earlier members.

What Engineers Do

Engineering. Before a description of engineers can be made, the term engineering must be
defined. Webster’s Ninth New Collegiate Dictionary, 1989, defines engineering as follows:

En-gi-neer-ing n 1: the art of managing engines 2: the application of science and mathematics
by which the properties of matter and the sources of energy in nature are made useful to man in
structures, machines, products, systems, and processes.

In other words, engineering is the means by which people make possible the realization of human
dreams by extending our reach in the real world. Engineers are the practitioners of the art of
managing the application of science and mathematics. By this description, engineering has a limit-
less variety of possible disciplines.

Engineers. Engineering has been differentiated from other academic paths by the need for
people to logically apply quantifiable principles. Academic knowledge, practical training, experi-
ence, and work-study are all avenues to becoming an engineer. The key attribute for engineers
is the direct application of that knowledge and experience. The most up-to-date information on
opportunities available for engineers can be found at various websites on the Internet, industry
publications, professional associations, and personal contacts within the industry. Like other fields
of endeavor, engineering no longer represents a staid career choice. The basic idea is to be adept,
adaptable, and aware.

Types of Engineers. The rigid classification of engineers into specific specialties and careers
has been eroding swiftly. Many engineering applications require cross-pollination or integration
of multiple disciplines. Aerospace engineers require knowledge of metallurgy, electronic control
systems, computers, production limitations and possibilities, finance, life cycle logistic planning,
and customer service. These are all required to produce a viable commercial product such as an
airliner or a fighter. The previous focusing on a specialty is not as important as being able to com-
municate and team with others. These teams are composed of various specialists knowledgeable
in several primary fields. The primary specialization allows the engineer to contribute in a core
area. This knowledge is required to properly integrate and implement the ideas of others. Along
those lines, the list of core technologies is expanding and mutating rapidly. During the early age of
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computers, the late 1950s, software engineers were electrical engineers. The computer operating
systems were custom tailored to the internal logic design. As advances in design created the need
for software specialists, the electrical engineers evolved into software engineers. Today, software
engineers are split among the various types of applications. Internet, mainframe server, PC, and
operating system gurus are eagerly sought. This same process can be observed in construction,
mechanical systems, chemical engineering, and industrial engineering. Another indicator of the
change in engineering has been the development of a new field called engineering technology.
Engineering technology emerged in direct response to industry needs for a person having a practical
applications education. Experience and training will increasingly determine an engineer’s actual
specialty. Adding to the confusion is the expectation that a person will change careers five or more
times in his or her life. Flexibility and interpersonal skills will be the hallmark of the new generation
of engineering disciplines.

Engineering Employment. Traditional paths for a career in engineering have mirrored
other fields of employment. Rarely will a person work for the same employer for his or her entire
working lifetime. The simple fact is that the corporations and firms of the past no longer exist.
Those currently in existence will have to change to meet the needs of customers. Employment
opportunities lie with companies of all sizes. Greater size can mean greater work stability, albeit
usually limited flexibility. This limitation is accompanied by the fact that larger firms have greater
resources to implement change. A smaller firm may be less stable, but can rapidly adapt to chang-
ing circumstances. Unfortunately, smaller firms have fewer resources to respond to the changing
circumstances. This means that engineers of the future should expect to be constantly improving
their skills and marketability. Continuing education, flexibility, and a willingness to shift employ-
ment will be required of successful engineers.

Government employment traditionally meant steady employment with a relatively secure
career path. This situation changed as government embraced business-based practices to reduce
costs by outsourcing and contracting. A greater reliance on information technologies also reduced
the manpower requirements through better communications. Although a large number of engineers
remain employed by various governmental agencies, their main focus is evolving into oversight
managers and controllers. Seniority currently guides progression in government service. However,
the same forces found in the civilian market will generate a similar need in government employ-
ment for flexibility, continuing education, and willingness to switch jobs.

Engineering Jobs in an Organization. Manufacturing organizations offer many types of
jobs for engineers, as shown in Figure 1-1. Many of the engineering positions in this hypothetical
manufacturing company hierarchy fall under the heading of vice president of research and engi-
neering. Positions in engineering research, engineering design, and related design support activities
such as reliability and maintainability engineering are discussed in Chapters 9 and 10. Industrial,
plant, maintenance, manufacturing, and quality engineering functions are discussed in Chapters 11
and 12. The more technically complex the product, the more engineers will be involved in technical
sales, field service engineering, and logistics support, as discussed in Chapter 13. A smaller num-
ber of engineers will find temporary positions or permanent careers in areas such as purchasing
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(of technically complex parts and services) and recruiting (of technical personnel). Finally, we
discuss how in today’s age of technical complexity, many general management positions are held
by engineers.

MANAGEMENT

Management Defined

The Australian Edmund Young, in supplementary notes used in teaching from the original edition
of this chapter, wrote that

“Im]anagement” has been one of the most ubiquitous and misused words in the 20th century
English language. It has been a “fad” word as well. Civil engineers discuss river basin manage-
ment and coastal management, doctors discuss disease management and AIDS management, and
garbage collectors are now waste management experts.

McFarland traces the meaning of the words manage and management as follows:

The word manage seems to have come into English usage directly from the Italian maneggiare,
meaning “to handle,” especially to handle or train horses. It traces back to the Latin word manus,
“hand.” In the early sixteenth century manage was gradually extended to the operations of war
and used in the general sense of taking control, taking charge, or directing. ... Management was
originally a noun used to indicate the process for managing, training, or directing. It was first
applied to sports, then to housekeeping, and only later to government and business.

McFarland continues by identifying “four important uses of the word management, as
(1) an organizational or administrative process; (2) a science, discipline, or art; (3) the group of
people running an organization; and (4) an occupational career.” Sentences illustrating each of
these in turn might be (1) “He practices good management”; (2) “She is a management student”;
(3) “Management doesn’t really believe in quality”; and (4) (heard from innumerable college fresh-
men) “T want to get into management.” Of these four, most authors of management textbooks are
referring to the first meaning (the process) when they define “management.” According to some of
these authors, management is defined in the following ways:

e The work of creating and maintaining environments in which people can accomplish goals
efficiently and effectively (Albanese)

» The process of achieving desired results through efficient utilization of human and material
resources (Bedeian)

» The process of reaching organizational goals by working with and through people and other
organizational resources (Certo)

* A set of activities (including planning and decision making, organizing, leading, and control-
ling) directed at an organization’s resources (human, financial, physical, and information)
with the aim of achieving organizational goals in an efficient and effective manner (Griffin)
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* The process by which managers create, direct, maintain, and operate purposive organizations
through coordinated, cooperative human effort (McFarland)

e The process of acquiring and combining human, financial, informational, and physical
resources to attain the organization’s primary goal of producing a product or service desired
by some segment of society (Pringle, Jennings, and Longnecker)

Albanese provides a set of definitions of the word management suggested by a sample of busi-
ness executives:

» Being a respected and responsible representative of the company to your subordinates

» The ability to achieve willing and effective accomplishments from others toward a common
business objective

* Organizing and coordinating a profitable effort through good decision making and people
motivation

¢ Getting things done through people

¢ The means by which an organization grows or dies

* The overall planning, evaluating, and enforcement that goes into bringing about “the name of
the game”—profit

* Keeping your customers happy by delivering a quality product at a reasonable cost

 Directing the actions of a group to accomplish a desired goal or objective in the most efficient
manner

Management Levels

Ensign or admiral, college president or department chair, maintenance foreman, plant manager, or
company president—all are managers. What skills must they have, what roles do they play, what
functions do they carry out, and how are these affected by the level at which they operate? Let us
look at each of these questions in order.

Management is normally classified into three levels: first-line, middle, and top. Managers at
these three levels need many of the same skills, but they use them in different proportions. The
higher the management level is, the further into the future a manager’s decisions reach, and more
resources placed at risk.

First-line managers directly supervise nonmanagers. They hold titles such as foreman, supervi-
sor, or section chief. Generally, they are responsible for carrying out the plans and objectives of higher
management, using the personnel and other resources assigned to them. They make short-range
operating plans governing what will be done tomorrow or next week, assign tasks to their work-
ers, supervise the work that is done, and evaluate the performance of individual workers. First-line
managers may only recently have been appointed from among the ranks of people they are now
supervising. They may feel caught in the middle between their former coworkers and upper manage-
ment, each of which feels the supervisor should be representing them. Indeed, they must provide the
linking pin between upper management and the working level, representing the needs and goals of
each to the other.
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Many engineers who go into a production or construction environment quickly find
themselves assigned as a foreman or supervisor. The engineer may find such an assignment a
satisfying chance to make things happen through his or her own actions and decisions. Doing
so effectively, while according the workers the courtesy and respect merited by their years of
experience, requires tact and judgment. If the engineer can achieve this balance, he or she may be
surprised to find that the team members are respectful in return and are helpful to the engineer in
learning his or her job.

Middle managers carry titles such as plant manager, division head, chief engineer, or
operations manager. Although there are more first-line managers than any other in most organi-
zations, most of the levels in any large organization are those of middle management. Even the
lowest middle manager (the second-line manager, who directly supervises first-line managers) is
an indirect manager and has the fundamentally different job of managing through other manag-
ers. Middle managers make plans of intermediate range to achieve the long-range goals set by top
management, establish departmental policies, and evaluate the performance of subordinate work
units and their managers. Middle managers also integrate and coordinate the short-range decisions
and activities of first-line supervisory groups to achieve the long-range goals of the enterprise.
A major management movement of the 1990s, driven by the need to become more competitive,
has been the drastic reduction in the number of middle managers—often leading to the elimination
of half the management levels between supervisor and top manager. This has become possible in
part because modern computer-based management information systems bring decision-making
information directly to higher levels of management that previously had to be summarized in turn
by each level of middle management, and in part because nonmanagers are now better educated
and are often organized into teams empowered to make some of the decisions previously reserved
for lower management.

Top managers bear titles such as chairman of the board, president, or executive vice president;
the top one of these will normally be designated chief executive officer (CEO). In government, the
top manager may be the administrator (of NASA), secretary (of state or commerce), governor, or
mayor. While they may report to some policymaking group (the board of directors, legislature, or
council), they have no full-time manager above them.

Top managers are responsible for defining the character, mission, and objectives of the
enterprise. They must establish criteria for and review long-range plans. They evaluate the per-
formance of major departments, and evaluate leading management personnel to gauge their
readiness for promotion to key executive positions. Bedeian paints a picture of the typical top
manager: a college graduate (85 percent), probably with some postgraduate work (58 percent)
and often a graduate degree (40 percent); usually from a middle-class background, often born to
fathers in business or a profession; age 50 to 65, with work experience concentrated in one, two,
or three companies; and with a work week of 55 to 65 hours. Most CEOs have previously special-
ized in finance, banking, administration, or marketing (13 to 15 percent each); about 11 percent
each come from technical, production/operations, or legal careers. One often finds a household
products company led by a marketer, an electric utility led by a lawyer, or an electronics firm led
by an engineer (who has mastered the art of management). Often, an organization will look for
a top manager with particular strength in the functional area in which the enterprise is currently
facing a challenge.
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Managerial level

Lowest Middle Top

Technical skills

Interpersonal skills

Conceptual skills

Figure 1-2 Skills required versus management.

Managerial Skills

Katz suggests that managers need three types of skills: technical, interpersonal, and concep-
tual. Technical skills are skills (such as engineering, accounting, machining, or word processing)
practiced by the group supervised. Figure 1-2 shows that the lowest level managers have the greatest
need for technical skills, since they are directly supervising the people who are doing the technical
work, but even top managers must understand the underlying technology on which their industry is
based. Interpersonal skills, on the other hand, are important at every management level, since every
manager achieves results through the efforts of other people. Conceptual skills represent the ability
to “see the forest in spite of the trees”—to discern the critical factors that will determine an orga-
nization’s success or failure. This ability is essential to the top manager’s responsibility for setting
long-term objectives for the enterprise, although it is necessary at every level.

Managerial Roles—What Managers Do

Henry Mintzberg gives us another way to view the manager’s job by examining the varied roles a
manager plays in the enterprise. He divides them into three types: interpersonal, informational, and
decisional roles.

Interpersonal roles are further divided into three types, depending on the direction of the
relationship:

» The figurehead role involves the ceremonial or legal actions of the symbolic head of an
organization in welcoming dignitaries and signing official documents; largely outward rela-
tionships. Many such events lose significance if they are delegated.

* The leader role is the widely recognized downward relationship of selecting, guiding, and
motivating subordinates. This role is considered in detail in Chapter 3.

* The liaison role consists primarily of the horizontal relationships with peers and people
in other organizations that are built and nurtured for mutual assistance. The modern term
networking is much the same.
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Informational roles are also of three types, depending on the direction of information flow:

e The monitor role involves collecting information about both internal operations and exter-
nal events. This is done by reviewing activities and reading reports internally, attending
professional meetings or trade shows, and reading the professional and trade literature to
monitor the external environment and understand the trends that will affect the future of the
enterprise. The researcher (often a supervisor) who performs this function is known as a
gatekeeper.

e The disseminator role involves the transmission of information internally to subordinates,
superiors, and peers so that everyone has the information necessary to do their job. The man-
ager here acts as a telephone switchboard in transmitting information. This role as the source
of information, if carefully handled, can strengthen a manager’s formal authority.

e The spokesman [or spokesperson] role, normally carried out by higher management,
involves speaking for the organization to the press, the public, and other external groups.
In an internal version of this role, which might be called advocate, successful supervisors
carry the ball for their subordinates to get the resources they need or the rewards they
have earned.

Decisional roles are of four kinds in this typology:

e The entrepreneurial role of initiating change, assuming risk, and transforming ideas into
useful products.

e The disturbance handler role of dealing with unforeseen problems or crises and resolv-
ing them. The use of penalties is only one—and often the least effective—mechanism for
handling disturbances.

e The resource allocator role of distributing the (normally scarce) resources of money, labor,
materials, and equipment where they will provide the greatest benefit to the organization

* The negotiator role of bargaining with suppliers or customers, subordinates, peers, or superi-
ors to obtain agreements favorable to the enterprise (or at least the portion of it for which the
manager is responsible).

Functions of Managers

Henri Fayol, the famous French mining engineer and executive, divided managerial activities into
five elements: planning, organizing, command, coordination, and control. These elements, now
called functions of managers, have proven remarkably useful and durable over the decades.
Although each management author has his or her favored set of functions, almost all include plan-
ning, organizing, and controlling on their list. Command has become too authoritative a word in
today’s participative society and has been replaced by leading, motivating, or actuating. Few authors
treat coordinating as a separate function. Nonetheless, as the late management author Harold Koontz
concluded, “There have been no new ideas, research findings, or techniques that cannot readily
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be placed in these classifications.” Koontz chose and (with coauthor Heinz Weihrich) defined his
favored list of the functions of managers as follows:

¢ Planning involves selecting missions and objectives and the actions to achieve them; it
requires decision making—choosing future courses of action from among alternatives.

* Organizing is that part of managing that involves establishing an intentional structure of
roles for people to fill in an enterprise.

* Staffing [included with organizing by most authors] involves filling, and keeping filled, the
positions in the organizational structure.

» Leading is influencing people to strive willingly and enthusiastically toward the achievement of
organization and group goals. It has to do predominantly with the interpersonal aspect of managing.

* Controlling is the measuring and correcting of activities of subordinates to ensure that events
conform to plans.

Engineering managers need to understand the body of knowledge that has been developed by
management theorists and practitioners and organized under this framework, and this is the purpose
of Part II of this book. Today the accepted functions of management are planning, organizing, lead-
ing, and controlling. Leading and motivating are treated in Chapter 3, planning and the associated
subfunction of decision making are treated in Chapters 4 and 5, organizing in Chapters 6 and 7, and
controlling in Chapter 8. Wherever possible, the particular implications of these functions for the
technical employee and the technology-affected organization are emphasized.

The engineering manager also needs to understand the particular problems involved in
managing research, development, design, production/operations, projects, and related technical
environments. Parts IIT and IV treat the application of these management functions to the specific
environments in which most engineers and engineering managers will work.

Management: Art or Science?

Earlier in this chapter the characteristics of a profession were discussed, and engineering was shown
to meet all the criteria of a profession. Management also has a body of specialized knowledge,
which is introduced in Part II. Many managers will have first completed bachelor’s or master’s
degree programs in business administration, public administration, or engineering management, but
the following applies, as Babcock has observed elsewhere:

The knowledge need not be obtained only in such formal programs. It may be acquired by personal
study, in-house employee education programs, seminars by all kinds of consultant entrepreneurs,
or programs of many professional societies. Sometimes this formal or informal education is
obtained before promotion [into] the management hierarchy, but often it occurs after promotion.
A very small proportion of the broad range of managers belong to management-specific organi-
zations such as the American Management Association, the Academy of Management, or (for
engineers) the American Society for Engineering Management. They are more likely (especially
in technical areas) to belong to management divisions or institutes within discipline-oriented pro-
fessional societies. Considerations of standards, ethics, certification, and the like become those of
the parent societies, not the management subset.
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ENGINEERING MANAGEMENT: A SYNTHESIS

What is Engineering Management?

Some writers would use a narrow definition of “engineering management,” confining it to the
direct supervision of engineers or of engineering functions. This would include, for example,
supervision of engineering research or design activities. Others would add an activity we might
consider the engineering of management—the application of quantitative methods and techniques
to the practice of management (often called management science). However, these narrow defi-
nitions fail to include many of the management activities engineers actually perform in modern
enterprises.

If engineering management is broadly defined to include the general management responsibili-
ties engineers can grow into, one might well ask how it differs from ordinary management.

The engineering manager is distinguished from other managers because he [or she] possesses
both an ability to apply engineering principles and a skill in organizing and directing people and
projects. He is uniquely qualified for two types of jobs: the management of fechnical functions
(such as design or production) in almost any enterprise, or the management of broader functions
(such as marketing or top management) in a high-technology enterprise.

Other Engineering Management Definitions

Engineering management is the art and science of planning, American Society for
organizing, allocating resources, and directing and Engineering Management
controlling activities that have a technological component.

Engineering management is designing, operating, and Omurtag (1988)
continuously improving purposeful systems of people,
machines, money, time, information, and energy by
integrating engineering and management knowledge,
techniques, and skills to achieve desired goals in
technological enterprise through concern for the
environment, quality, and ethics.

Engineering management is the discipline addressed IEEE (1990) and Kocaoglu
to making and implementing decisions for strategic (1991)
and operational leadership in current and emerging
technologies and their impacts on interrelated systems.

Source: Timothy Kotnour and John V. Farr, “Engineering Management: Past, Present, and
Future,” Engineering Management Journal, vol. 17, no. 1, March 2005.
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Need for Engineers in Management

Herbert Hoover, a very successful mining engineer and manager, recognized the importance of the
American engineering manager in an address to engineers the year he was elected president of the
United States:

Three great forces contributed to the development of the engineering profession. The first
was the era of intense development of minerals, metallurgy, and transportation in our great
West. ... Moreover, the skill of our engineers of that period owes a great debt to American educa-
tors. The leaders of our universities were the first of all the educators of the world to recognize
that upon them rested the responsibility to provide fundamental training in the application of
science to engineering under the broadening influence and cultivation of university life. They
were the first to realize that engineering must be transformed into a practice in the highest sense,
not only in the training and character but that the essential quality of a profession is the instal-
lation of ethics.... A third distinction that grew in American engineering was the transformation
from solely a technical profession to a profession of administrators—the business manager with
technical training.

There are several reasons engineers can be especially effective in the general management
of technically oriented organizations. High-technology enterprises make a business of doing
things that have never been done before. Therefore, extensive planning is needed to make
sure that everything is done right the first time—there may not be a second chance. Planning
must emphasize recognizing and resolving the uncertainties that determine whether the desired
product or outcome is feasible. Since these critical factors are often technical, the engineer
is best capable of recognizing them and managing their resolution. In staffing a technically
based enterprise, engineering managers can best evaluate the capability of technical person-
nel when they apply for positions and rate their later performance. Further, they will better
understand the nature and motivation of the technical specialist and can more easily gain their
respect, confidence, and loyalty. George H. Heilmeier, president and CEO of Bellcore (and
an electrical engineer), makes clear the advantages of an understanding of technology in top
management:

Competition is global, and the ability to compete successfully on this scale is fostered by
corporate leaders who can do the following:

* Really understand the business.

» Understand both the technology that is driving the business today and the technology that will
change the business in the future.

» Treat research and development as an investment to be nurtured, rather than an expense to be
minimized.

* Spend more time on strategic thinking about the future as they rise higher in the corporation.

* Are dedicated to solving a customer’s problem or satisfying a need, which is how I would
define true marketing as opposed to sales.

* Place a premium on innovation.
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Why Study Engineering Management?

It helps the engineer become a more effective technical specialist and strengthens the ability to
lead people and projects. As a specialist, the engineer becomes more effective through under-
standing how his or her engineering skills can best support the goals of the organization and its
customers. And the trained engineering manager becomes uniquely qualified for two types of
positions: management of the technical functions (such as research, design, or production), and
the management of broader functions (such as marketing or general management) in the high-
technology enterprise.

Source: Daniel L. Babcock, September 2005.

Management and the Engineering Career

A National Engineers Registry Survey conducted in 1969 analyzed the extent to which engineers
were employed in management. This survey revealed that about 18 percent of engineers had no
regular supervisory responsibility and another 18 percent provided only indirect or staff supervi-
sion. The remainder (almost two-thirds) were acting as managers: 12 percent over a team or unit;
22 percent over a project or section; 20 percent over a major department, division, or program;
and 10 percent in the general (top) management of an organization. This survey is now almost
35 years old, and in the last decade many companies have reduced the numbers and levels of
management positions and given more decision-making authority to teams at the working level.
Nevertheless, most engineers can expect a transition to management responsibilities at some point
in their professional careers. The Bureau of Labor Statistics currently records the total employment
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Professional Societies Associated with the Engineering Management Discipline

Group

Professional Societies

Engineering Management across
Disciplines

Engineering Management within an
Engineering Discipline

Disciplines Associated with Processes and
Tools Used by the Engineering Manager

Management of Technology

General Management

Engineering Education

American Society for Engineering
Management

Canadian Society for Engineering
Management

Institute of Industrial Engineers Society for
Engineering and Management Systems

IEEE Technology Management Council

Institute of Industrial Engineers

Society of Manufacturing Engineers

Society of Petroleum Engineers

American Society of Civil Engineers

American Society for Mechanical Engineers

Association for the Advancement of Cost
Engineering

International Council of Systems Engineering

Project Management Institute

American Society for Quality

Institute for Supply Management

International Association for Management
of Technology

Product Development Management
Association

Academy of Management

Institute for Operations Research and the
Management Sciences

American Society of Engineering Education

Source: Timothy Kotnour and John V. Farr, “Engineering Management: Past, Present, and
Future,” Engineering Management Journal, vol. 17, no. 1, March 2005.

for engineering managers at 187,000, with a 7 percent increase expected by 2016. Despite this,
undergraduate engineering education offers little preparation for such a possibility. To meet this
need, many engineering schools now provide degree programs in engineering management, which
blends business and engineering, as shown in Figure 1-3. Professional societies are an additional
way engineers may improve their managerial skills.
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Advanced
design
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Figure 1-3 The engineering management education program. (From Daniel L. Babcock,

“B.S. and M.S. Programs in Engineering Management,” Engineering Education, November
1973, p.102).

This book provides some insight into the nature of management and the environments in which
the engineer is most likely to encounter the need for an understanding of management as his or
her career progresses. Chapters 3 through 8 examine the functions of technology management.
Chapters 9 through 13 examine the management of technology through the product life cycle. In the
last three chapters, the career implications for the engineer are summed up. These are shown in the
advance organizer in Figure 1-4.

Managing Engineering and Technology

Management Functions Managing Technology Personal Technology
1 — 1
— | — Research | Ethics |
— | — Design | Time management |
I—| Decision making | — Production | Career |
] | — Quality |
L] | — Marketing |
|

—| Project management

Figure 1-4 Managing engineering and technology.
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DISCUSSION QUESTIONS

1-1. The precursors of today’s engineers listed in the quotation from Wickenden had no classes
and few or no books from which to learn scientific principles. How can you explain their
success?

1-2. What are the different dimensions of the terms engineering and management? Discuss.

1-3. Why is it so important for an engineer today to have knowledge of multiple disciplines in
addition to his field of expertise?

1-4. What are the different roles that an engineer needs to play in a firm in addition to the tradi-
tional roles of design, development, and testing?

1-5. What are the similarities in the definitions of management quoted from authors of manage-
ment textbooks? Do the definitions provided by business executives differ in any way? Form
your own definition of management.

1-6. A manager’s role is highly challenging and dynamic as compared to those of other employees
(nonmanagers) in a company. Discuss the factors that make this so.

1-7. How does the job of a top manager differ from the jobs in the several levels of middle
management?

1-8. Identify the three types of skills needed by an effective manager, as conceived by Robert L.
Katz, and describe how the relative need for them might vary with the level of management.

1-9. From the 10 managerial roles provided by Mintzberg, choose three or four that you consider
most important for the first-line manager, and explain your selection. Repeat for middle-
level and top managers.

1-10. Is management both an art and a science? State your views on this using examples.
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Historical Development
of Engineering Management

PREVIEW

The story of the development of management thought and of our ability to organize and control
complex activities has already been documented. Two excellent books on this subject are by Claude
George. In this chapter, only a small part of this history is introduced, concentrating on people
and situations of the most significance and interest to the engineer in management. First, the great
construction projects of ancient civilizations are considered, and then the medieval production
facility that was the Arsenal of Venice is discussed. The Industrial Revolution changed not only
manufacturing, but society as well, first in England, and then in America.

As the nineteenth century ended and the twentieth century began, the United States led the
world in finding better, more efficient ways to do things, in a movement that became known
as scientific management, while Europeans such as Max Weber and Henri Fayol were devel-
oping philosophies of management at the top level. Around 1930, a series of experiments at the
Hawthorne Works near Chicago led to studies on the impact of individual and group behavior on
the effectiveness of managing. Engineering management continues to evolve, with the develop-
ment in the second half of the twentieth century of methods for managing large projects such as the
Apollo program, the customer-centered organizations, globalization, and the revolution in our lives
that computer technology is creating.

LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

* Describe the origins of engineering management.

* Identify the different basic management philosophies.

* Discuss the future issues that will affect the continued development of engineering
management.

40
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ORIGINS

Ancient Civilizations

Even the earliest civilizations required management skills wherever groups of people shared a
common purpose: tribal activities, estates of the rich, military ventures, governments, or organized
religion. Indeed, the prototypes of civil engineering and construction management became neces-
sary as soon as “plants and animals were domesticated and people began living in communities. By
6000 B.c. these communities sometimes contained over 1,000 people, and Jericho is known to have
had a wall and defensive towers.” according to Davey By 4500 B.c. the first canals diverted water
from a river in eastern Iraq for crop irrigation. As canals proliferated, it became possible to store
crops for commerce, and written records as well as management organization became necessary:

In ancient Mesopotamia, lying just north and west of Babylon, according to Wren the temples
developed an early concept of a “corporation,” or a group of temples under a common body
of management. Flourishing as early as 3000 B.c., temple management operated under a dual
control system: one high priest was responsible for ceremonial and religious activities, while an
administrative high priest coordinated the secular activities of the organization. Records were
kept on clay tablets, plans made, labor divided, and work supervised by a hierarchy of officials.

Many ancient civilizations left behind great stone structures that leave us wondering how
they could have been created with the few tools then available. Examples include the Great Wall
of China, the monoliths on Easter Island, Mayan temples in South America, and Stonehenge in
England. Especially impressive are the pyramids of Egypt. The great pyramid of Cheops, built
about 4,500 years ago, covers 13 acres and contains 2,300,000 stone blocks weighing an average
of 5,000 pounds apiece. Estimates are that it took 100,000 men and 20 to 30 years to complete the
pyramid—about the same effort in worker-years as it later took the United States to put a man on
the moon. The only construction tools available were levers, rollers, and immense earthen ramps.
Yet the difference in height of opposite corners of the base is only % inch!

Hammurabi (2123-2081 B.c.) of Babylon “issued a unique code of 282 laws which governed
business dealings....and a host of other societal matters.” One law that should interest the civil
engineer is the following:

If a builder builds a house for a man and does not make its construction firm, and the house which
he has built collapses, and causes the death of the owner of the house, that builder shall be put
to death.

Today’s engineer should be thankful that, while penalties for faulty design can be expensive
and damaging to one’s career, they are not terminal!

Problems of controlling military operations and dispersed empires have made necessary the
development of new management methods since ancient times. Alexander the Great (356-323 B.C.)
is generally credited with the first documented (European) use of the staff system. He developed
an informal council whose members were each entrusted with a specific function (supply, provost
marshal, and engineer).
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Imperial Rome governed an estimated 50 million people spread from England to Syria and
from Europe to North Africa by dividing the empire in turn into four major regions, 13 dioceses,
and 110 provinces for civil government, with a separate structure for the military forces garrisoned
throughout the provinces to maintain control. The great Roman roads that made it possible to move
messages and Roman legions quickly from place to place were an impressive engineering achieve-
ment that helped the empire survive as long as it did.

It should not be inferred that early management skills were confined to Western civilization as
it developed around the Mediterranean Sea. George describes the consistent use of advisory staff by
Chinese emperors as early as 2350 B.C., and “ancient records of Mencius and Chow (1100 to about
500 B.c.) indicate that the Chinese were aware of certain principles bearing on organizing, planning,
directing, and controlling.” In India, one Brahman Kautilya described in Arthashastra in 321 B.C.
a wide range of topics on government, commerce, and customs. Because he analyzed objectively
rather than morally the political practices that brought success in the past, his name has become
synonymous with sinister and unscrupulous management in India (just as has Niccolo Machiavelli’s
name for his similar analysis in The Prince in the early seventeenth century in Italy).

The Arsenal of Venice

George abstracts from Lane a fascinating story of “what was perhaps the largest industrial plant of
the [medieval] world.” As Venice’s maritime power grew, the city needed an armed fleet to protect
her trade, and by 1436 it was operating its own government shipyard, the Arsenal. The Arsenal “had
a threefold task: (1) the manufacture of galleys, arms, and equipment; (2) the storage of the equip-
ment until needed; and (3) the assembly and refitting of the ships on reserve.”

Most impressive was the assembly line used to outfit ships. A Spanish traveler, Pero Tafur,
wrote in 1436:

And as one enters the gate there is a great street on either hand with the sea in the middle, and
on the one side are windows opening out of the houses of the Arsenal, and the same on the other
side, and out came the galley towed by a boat, and from the windows they handed out to them
from one the cordage, from another the bread, from another the arms, and from another the balis-
tas and mortars, and so from all sides everything which was required, and when the galley had
reached the end of the street, all the men required were on board, together with the complement
of oars, and she was equipped from end to end. In this manner there came out ten galleys, fully
armed, between the hours of three and nine.

George identifies several other industrial management practices of the Arsenal that were ahead
of their time:

1. Systematic warehousing and inventory control of the hundreds of masts, spars, and rudders,
and thousands of benches, footbraces, and oars needed to make the assembly line work

2. Well-developed personnel policies, including piecework pay for some work (making oars)
and day wages for both menial labor and artisans (the latter with semiannual merit reviews
and raises)

3. Standardization, so that any rudder would meet any sternpost, and all ships were handled
the same way
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4. Meticulous accounting in two journals and one ledger, with annual auditing

5. Cost control. As an example, one accountant discovered that lumber was stored casually in
piles, and the process of searching through the piles to find a suitable log was costing three
times as much as it did to buy the log in the first place; as a result of this early industrial
engineering study an orderly lumberyard was established, which not only saved time and
money but also permitted accurate inventory of lumber on hand.

An important innovation developed in Venice during this period was double-entry
bookkeeping. Luca Pacioli published an instruction manual (Summa de arithmetica, geometria,
proportioni et proportionalia) in 1494 describing the system then in use and recommending it.
His discussion of the use of memorandum, journal, and ledger, supporting documents, and internal
checks through periodic audits were so modern that [m]any excerpts from Pacioli’s writing could
be inserted into our current accounting textbooks with virtually no change in wording. Pacioli’s
work was translated into English about 50 years later and was in widespread use by the early eigh-
teenth century.

THE INDUSTRIAL REVOLUTION

End of Cottage Industry

Before the late eighteenth century, farm families would spin cotton, wool, or flax to yarn or thread
on a spinning wheel, weave it on a hand loom, wet the goods with mild alkali, and spread them on
the ground for months to bleach in the sun before selling these gray goods at a local fair for what-
ever price they could get. Even when under the “putting out” system, where merchants at the fairs
would provide the family with materials and buy their output at a negotiated rate, the work could be
done in the farm cottage as well as anywhere else.

In the last third of the eighteenth century, a series of eight inventions (six British and two
French) changed society irretrievably. Summarized from Amrine et al., they are the following:

1. The spinning jenny, invented by James Hargreaves in 1764, which could spin eight threads
of yarn (later, 80) at once instead of one

2. The water frame, a spinning machine driven by water power, patented by Richard Arkwright
and incorporated by him in 1771 in the first of many successful mills

3. The mule, a combination of the spinning jenny and water frame invented by Samuel
Crompton in 1779, which enormously increased productivity and eliminated hand
spinning

4. The power loom, a weaving machine patented in 1785 by Edmund Cartwright, which with
time and improvements ended the ancient system of making cloth in the home

5. Chlorine bleach, discovered in 1785 by the French chemist Claude Louis Berthollet (and
bleaching powder in 1798 by Charles Tennant), which provided quick bleaching without
the need for large open areas or constant sunlight

6. The steam engine, patented by James Watt in 1769 and used in place of water power in
factories beginning about 1785
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7. The screw-cutting lathe, developed in 1797 by Henry Maudslay, which made possible
more durable metal (rather than wood) machines

8. Interchangeable manufacture, commonly attributed to the American Eli Whitney in
carrying out a 1798 contract for 10,000 muskets, but perhaps adopted by him as a result of a
letter dated May 30, 1785, from Thomas Jefferson (while in France) to John Jay, describing
the approach of Leblanc at the manufacture de Versailles:

An improvement is made here in the Construction of muskets, which it may be
interesting to Congress to know....It consists in the making of every part of them so
exactly alike, that what belongs to any one, may be used for every other musket in
the magazine....[Leblanc] presented me the parts of fifty locks, taken to pieces, and
arranged in compartments. I put several together myself, taking pieces at hazard as they
came to hand, and they fitted in the most perfect manner. The advantage of this when
arms are out of repair [is] evident.

Problems of the Factory System

The innovations of the late eighteenth century just described caused major upheavals in England’s
society as well as its economy. Cottage industry could not compete with factories powered first by
water and then by steam. Underground coal mines provided fuel for the steam engine, and the steam
engine powered the pumps that removed water seepage from the mines. A mass movement of work-
ers from the farms and villages to the new industrial centers was required.

The new factory managers had problems of recruiting workers, training the largely illiterate
workforce, and providing discipline and motivation to workers who had never developed the habits
of industry. Wren quotes Powell: “If a person can get sufficient [income] in four days to support
himself for seven days, he will keep holiday for the other three.” Wren adds, “Some workers took
a weekly holiday they called ‘Saint Monday’ which meant either not working or working very
slowly at the beginning of the week.” In the United States today, urban plant managers who hire the
hard-core unemployed can face exactly this same problem with workers who have neither personal
experience nor family tradition with the habits of industry, such as regular attendance and punctu-
ality; similarly, automobiles assembled on Monday have in the past been statistically less reliable
than those assembled in midweek, because of plant absenteeism.

Explosive growth of the English mill towns led to filthy, overcrowded living conditions,
widespread child labor, crime, and brutality. Falling wages, rampant unemployment, and rising
food prices led to a rash of smashing of textile machinery by the Luddites, peaking between 1811
and 1812. This movement soon died for lack of leadership by dint of hanging Luddites in at least
four cities.

England’s agrarian history provided no source of professional managers. Supervisors often
were illiterate workers who rose from the ranks and were paid little more than the workers they
supervised, and there was no common body of knowledge about how to manage. Upper manage-
ment often consisted of the sons and relatives of the founders, a condition that persists today in
many developing countries. Gradually, the forerunners of modern factory management began
to develop. One early firm was Boulton and Watt, founded by Matthew Boulton and James
Watt to manufacture Watt’s steam engine. By 1800, their sons inherited the firm and instituted
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innovations at their Soho Engineering Foundry such as factory layout planning, inventory
control, production planning, work-flow study, sophisticated analysis of piecework rates, and
paid overtime.

Another pioneer was Robert Owen, part owner of a mill complex in New Lanark, Scotland.
Owen was ahead of his time in proposing that as much attention be paid to vital “human machines”
as to inanimate ones. He told a group of factory owners the following:

Your living machines may be easily trained and directed to procure a large increase of pecuni-
ary gain. Money spent on employees might give a 50 to 100 per cent return as opposed to a
15 per cent return on machinery. The economy of living machinery is to keep it neat and clean,
treat it with kindness that its mental movements might not experience too much irritating friction.

Owen reshaped the whole village of New Lanark, improving housing, streets, sanitation, and
education. Although he continued to employ children, he lobbied for legislation that ultimately
forbade employing children under the age of nine, limited the workday to 10% hours, and forbade
night work for children.

Industrial Development in America

England regarded her colonies as markets for English factories; as early as 1663, all manufactured
goods were required to be purchased in England (even if made elsewhere in Europe), and the 1750
English Iron Act made it illegal to set up in the Colonies mills and furnaces for the manufac-
ture of finished products. Although emigration of skilled labor to America was prohibited after the
American Revolution, an experienced textile machinery builder and mechanic named Samuel Slater
emigrated from England as a farmer and joined with three prosperous Rhode Island merchants to
build the first technically advanced American textile mill at Pawtucket, Rhode Island, in 1790; by
1810 the census listed 269 mills in operation. Although growth of American industry was acceler-
ated by the War of 1812 with England, most American firms before 1835 were small, family owned,
and water powered. Only 36 firms employed more than 250 workers: 31 textile firms, three in iron,
and two in nails and axes. The greatest sophistication in manufacturing was at the government-
owned Springfield, Massachusetts, Armory, and this knowledge provided the basis for the later
manufacture of axes, shovels, sewing machines, clocks, locks, watches, steam engines, reapers, and
other products in the 1840s and 1850s.

Canals provided the first construction challenge for the new nation. Although the Middlesex
Canal Company obtained the rights to build a canal from Boston to Lowell, Massachusetts, in 1793,
they experienced great difficulty until they called in an immigrant engineer, William Weston, who
had worked under a canal builder in England. Weston went on to provide know-how for all the
major projects of that period in New England. This experience was available when the Erie Canal
was built, 363 miles from Albany to Buffalo, New York between 1816 and 1825, a project that pro-
vided the training for many of our early civil engineers.

Railroads and steel were the high-technology growth industries of the nineteenth century.
Colonel John Stevens, dubbed the father of American engineering, built the first rail line—the
23-mile Camden and Amboy Railroad—in 1830; by 1850 there were 9,000 miles of track extending
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west to Ohio. Morse’s first experimental telegraph line was built in 1844; by 1860 there were 50,000
miles of telegraph line—much of it along railroad right of way and used in part to facilitate rail
shipment.

The railroads presented management problems of a dimension not seen before, and the men
who mastered these challenges became the leaders of the American industrial explosion. One
such person was Andrew Carnegie (1835-1919), who at age 24 became superintendent of the
largest division of the nation’s largest railroad (the Pennsylvania). In 1872, attracted by Sir Henry
Bessemer’s new process, he moved into steelmaking—integrating operations, increasing volume,
and selling aggressively. In 1868 the United States produced 8,500 tons of steel while England pro-
duced 110,000 tons; by 1902, thanks to Carnegie and others, America produced 9,100,000 tons to
England’s 1,800,000 tons.

The large industrial firms of the nineteenth century were precursors of the industrial giants of the
twentieth century, headquartered primarily in Europe, the United States, or Japan, but manufacturing
and selling all over the world. The nature of these multinational corporations and the opportunities
they offer engineers are discussed in Chapter 17.

Development of Engineering Education

Most engineering skills through the eighteenth century were gained through apprenticeship to a
practitioner. This is described by John Mihalasky:

The first engineering school was probably established in France in 1747 when [Jean Rodolphe]
Perronet, engineer to King Louis XV, set up his staff as a school. This group was later chartered
in 1775 under the official name Ecole des Ponts et Chaussées [School of Bridges and Roads].
Other early schools were the Bergakadamie at Freiburg in Saxony (1766), Ecole Polytechnic in
Paris (1794), Polytechnic Institute in Vienna (1815), Royal Polytechnic of Berlin (1821), and
University College of London (1840).

When the American colonies revolted in 1776, they did not have the engineering resources
needed to build (or destroy) fortifications, roads, and bridges, and they had to rely on French,
Prussian, and Polish assistance. At the urging of Thomas Jefferson and others, the new nation
quickly established the United States Military Academy at West Point, New York, in 1802 to pro-
vide training in, among other things, practical science. Graduates did not acquit themselves as well
as hoped in the War of 1812 with England, so Sylvanus Thayer, assistant professor of mathemat-
ics at the Academy (1810-1812), and Lt. Colonel William McRee were sent to Europe in 1815 to
examine the curricula at Ecole Polytechnic, the most famous scientific military school in the world;
unfortunately, it was closed following the Battle of Waterloo, and they had to wait for it to reopen
in 1816. On their return in 1817, Thayer was appointed Superintendent at West Point. He collected
the best teachers of physics, engineering, and mathematics available and set up a four-year civil
engineering program. Ross emphasizes the importance of this program:

The influence of the Academy extended far beyond the institution’s cadets. “Every engineer-
ing school in the United States founded during the nineteenth century copied West Point, and
most found their first professors and president among academy graduates.” Many of the great
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canals, railroads, and bridges constructed during the nineteenth century were built by West Point
graduates. The faculty, recruited by Thayer, wrote textbooks that dominated the subjects of math-
ematics, chemistry, and engineering during the 1800s.

For example, Mihalasky reports that Captain Partridge, an early Academy superintendent,
founded the first civilian engineering school in the country in 1819, which later became known
as Norwich (Connecticut) University, followed by Rensselear (New York) Polytechnic Institute
in 1823 with a practical school of science, and 12 years later a school of civil engineering. Other
early engineering schools were Union College (1845), Harvard, Yale, and Michigan (1847).
Mihalasky reports that only these six engineering schools existed in the United States when the
Civil War opened, although Reynolds and Seely have identified at least 50 institutions that at one
time or another offered instruction in engineering before 1860 (although not necessarily as full
curricula).

As reported elsewhere, “the event that had the greatest influence on engineering education
was passage of the Morrill Land Grant Act in 1862. This act gave federal land (ultimately [total-
ing] 13,000,000 acres, an area 46 percent greater than Taiwan) to each state to support ‘at least
one college where the leading object shall be...scientific and classical studies...agriculture and
mechanic arts.”” This made education in the “mechanic arts” (which became engineering) available
and affordable throughout the country. By 1928, president-elect Herbert Hoover (himself a distin-
guished engineer and manager) could say the following:

The leaders of our universities were the first of all the educators of the world to.. . provide funda-
mental training in the application of science to engineering under the broadening influence and
cultivation of university life....[Another] dimension that grew in American engineering was the
transformation from solely a technical profession to a profession of administrators—the business
manager with technical training.

An International Engineering Congress, with one division of the meetings on engineering edu-
cation, was held as part of the 1893 Columbian Exposition in Chicago. Since there were then more
than 100 engineering schools in the country, the engineering education sessions were well attended.
Interest there led to the 1893 formation of the Society for the Promotion of Engineering Education,
which became the American Society for Engineering Education (ASEE). In the century since, the
meetings, journals, and studies of the ASEE have represented another major factor in the quality of
American engineering education.

MANAGEMENT PHILOSOPHIES

The different management philosophies have been numerous. All have had, as their goal, to obtain
optimal organizational performance, with the overall business environment guiding the selection
of a particular style of management. Some theories have been fads that have not influenced a com-
pany’s performance in the long term, while others have enhanced quality and productivity. Each
theory has had its merits and drawbacks. These philosophies may be grouped into general catego-
ries of scientific, administrative, and behavioral.
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SCIENTIFIC MANAGEMENT

Charles Babbage

Babbage (1792-1871) lived in England during the Industrial Revolution. His work was far ahead
of its time: Wren calls him both patron saint of operations research and management science
and grandfather of scientific management; and so he will be discussed here, out of chronological
sequence. Wren continues by describing the work for which Babbage is popularly known:

He demonstrated the world’s first practical mechanical calculator, his difference engine, in
1822. Ninety-one years later its basic principles were being employed in Burroughs’ account-
ing machines. Babbage had governmental support in his work on the difference engine but his
irascibility cost him the support of government bureaucrats for his analytical engine, a versatile
computer that would follow instructions automatically. In concept, Babbage’s computer had all
the elements of a more modern version. It had a store or memory device, a mill or arithmetic unit,
a punch card input system, an external memory store, and conditional transfer [the modern “if
statement”’].

Babbage’s engines never became a commercial reality, largely because of the difficulty in
producing parts to the necessary precision and reliability. This frustration led him to visit a wide
variety of English factories, and his fascination with what he observed there led to the publication
of his very successful book On the Economy of Machinery and Manufactures, in 1832. In this
he described at length his ideas on division of labor, his method of observing manufacturies, and
methods of optimizing factory size and location, and he proposed a profit-sharing scheme. He
showed a sophisticated understanding of effective time-study methods:

If the observer stands with his watch in his hand before a person heading a pin, the workman
will almost certainly increase his speed, and the estimate will be too large. A much better aver-
age will result from inquiring what quantity is considered a fair day’s work. When this cannot
be ascertained, the number of operations performed in a given time may frequently be counted
when the workman is quite unconscious that any person is observing him. Thus the sound made
by...a loom may enable the observer to count the number of strokes per minute...though he is
outside the building.

Henry Towne and the ASME

The science of management made little progress over the centuries, largely because almost no
one considered management as a legitimate subject for study and discussion. Although engineers
frequently became enterprise managers, the first American engineering societies (the American
Society of Civil Engineers, founded in 1852, and the American Institute of Mining Engineers,
founded in 1871) were not interested in machine shop operation and management. Wren believes that
the first American forum for those interested in factory management was the American Machinist,
an illustrated journal of practical mechanics and engineering founded in 1877, which soon began
including a series of letters to the editor from James Waring See on machine shop management.
The Machinist was instrumental in the formation of the American Society of Mechanical Engineers
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(ASME), which elected its first officers on April 7, 1880, at the Stevens Institute of Technology
in Hoboken, New Jersey; ASME was formed to address itself to those issues of factory operation
and management that the other groups had neglected. Speaking in this vein before the May 1886
ASME meeting in Chicago was an engineer named Henry R. Towne, who was cofounder of Yale
Lock Company and president of Yale & Towne Manufacturing Company. Towne began his famous
paper The Engineer as Economist with the following passage:

The monogram of our national initials, which is the symbol of our monetary unit, the dollar, is
almost as frequently conjoined to the figures of an engineer’s calculations as are the symbols
indicating feet, minutes, pounds, or gallons. The final issue of his work, in probably a majority of
cases, resolves itself into an issue of dollars and cents, of relative or absolute values.

Towne then observed that

although engineering had become a well-defined science, with a large and growing literature of
its own,...the matter of shop management is of equal importance with that of engineering, as
affecting the successful conduct of most, if not all, of our great industrial establishments, and
that the management of works has become a matter of such great and far reaching importance as
perhaps to justify its classification also as one of the modern arts.

Towne cited the need for a medium for the interchange of management experience by the publica-
tion of papers and reports, and by meetings for the discussion of papers and interchange of opinions,
and called for a new section of the ASME to carry this out. Although such a management section was
not organized until 1920, consideration of matters of shop management became part of ASME meet-
ings, and the ASME Management Division dates its official history from Towne’s 1886 paper.

Frederick W. Taylor

Frederick Winslow Taylor (1856-1915), called the father of scientific management, was born in
1856 to a well-to-do family in Germantown (Philadelphia) and completed a four-year apprentice-
ship as a machinist. In 1878, he joined Midvale Steel Company as a laborer, and was promoted to
time clerk and then foreman of a machine shop.

As foreman, he was frustrated because his machinists were producing only about a third of what
Taylor (as a machinist himself) knew and demonstrated they should be producing. Even on piecework
pay, production did not improve because the workers knew that as soon as they increased production,
the rate paid per piece would be decreased, and they would be no better off. With permission of the
president of Midvale Steel, Taylor began a series of experiments in which work was broken down into
its “elements” and the elements timed to establish what represented a fair day’s work.

During this period he was a mechanical engineering student at Stevens Institute, where the
ASME held its first meeting, graduating in 1883. The next year, at the age of 28, Taylor became
chief engineer at Midvale Steel; a year later he joined the ASME, and in May 1886 attended its
meeting in Chicago. Biographers report that Taylor was encouraged there to continue his studies
of work methods and shop management by Henry Towne’s paper (described previously). Another
paper at that meeting was by Captain Henry Metcalf, describing a shop-order system of accounts
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he established at the Frankford (Pennsylvania) and Watervliet (New York) Arsenals in 1881 that
helped management determine direct and indirect costs of work activity. In the extensive discussion
that followed, Taylor reported on a similar system Midvale had been using for 10 years. For the first
time in recorded history, engineers now had a medium for sharing their management problems and
solutions. Taylor contributed further to this interchange with papers presented to the ASME in 1895
(A Piece Rate System) and in 1903 (Shop Management), and became president of ASME in 1906.
Today, most of the engineering societies have active management divisions, and one society (the
American Society for Engineering Management) is totally devoted to such concerns.

Taylor’s piece rate system involved breaking a job into elementary motions, discarding unnec-
essary motions, examining the remaining motions (usually through stopwatch studies) to find the
most efficient method and sequence of elements, and teaching the resulting method to workers.
The workers would be paid according to the quantity of work produced. Taylor went further in his
differential piecework method by establishing one piece rate if the worker produced the standard
number of pieces, and a higher rate for all work if the worker produced more. For example, if three
pieces were deemed a standard day’s work and the two rates were 50 and 60 cents per piece, the
worker would earn $1.50 for making three pieces a day, but $2.40 for four.

The best-known examples of Taylor’s studies occurred after he became a consultant to
Bethlehem Iron (later Bethlehem Steel) Company in 1898. One was a study of a crew of pig-iron
handlers: workers who picked up 92-pound pigs of iron, carried them up an inclined plank, and
loaded them onto railroad flat cars. By developing a method that involved frequent rest periods
to combat the cumulative fatigue resulting from such drudgery, Taylor was able to increase the
number of long tons loaded by a worker in a day from 12.5 to 47.5.

In another example, Taylor examined the work of shoveling at Bethlehem:

Operation of the three blast furnaces and seven large open-hearth furnaces required a steady
intake of raw materials—sand, limestone, coke, rice coal, iron ore, and so forth. Depending on
the season, 400 to 600 men were employed as shovelers in the 2-mile-long and a half-mile wide
Bethlehem yard. Taylor noted that the shovelers were organized into work gangs of 50 to 60 men
under the direction of a single foreman. Each owned his own shovel and used it to shovel what-
ever he was assigned....Taylor’s analysis revealed that a shovel-load (depending on the shovel
and the substance shoveled) varied in weight from 3.5 to 38.0 pounds, and that a shovel-load of
21.5 pounds yielded the maximum day’s work. As a result, instead of permitting workers to use
the same shovel regardless of the material they were handling, Taylor designed new shovels so
that for each substance being shoveled the load would equal 21.5 pounds.

In the latter example, the average amount shoveled per day increased from 16 to 59 tons. In
both of these cases the savings produced were shared. Workers’ earnings increased from $1.15 to
about $1.85 a day, while management’s cost per ton handled was reduced by 55 percent or more.

Taylor summarized his methods in his 1911 book Principles of Scientific Management as a
combination of four principles:

First. Develop a science for each element of a man’s work, which replaces the old rule-of-thumb
method.

Second. Scientifically select, then train, teach, and develop the workmen, whereas in the past he
chose his own work and trained himself as best he could.
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Third. Heartily cooperate with the men so as to insure all of the work being done in accordance
with the principles of the science which has been developed.

Fourth. There is an almost equal division of the work and the responsibility between the manage-
ment and the workmen. The management take over all work for which they are better fitted than
the workmen [defining how work is to be done], while in the past almost all of the work and the
greater part of the responsibility were thrown upon the men.

The Gilbreths

Frank B. Gilbreth (1868—1924) passed the entrance exams for the Massachusetts Institute of
Technology, but he chose instead to apprentice himself as a bricklayer. Trying to learn the trade,
he found that bricklayers used three sets of motions: one when working deliberately but slowly,
another when working rapidly, and a third when trying to teach their helpers. Gilbreth resolved
to find the one best way. He described it later in a testimony before the U.S. Interstate Commerce
Commission:

Bricks have been laid the same way for 4,000 years. The first thing a man does is to bend down
and pick up a brick. Taylor pointed out that the average brick weighs ten pounds, the average
weight of a man above his waist is 100 pounds. Instead of bending down and raising this double
load, the bricklayer could have an adjustable shelf built so that the bricks would be ready to his
hand. A boy could keep these shelves at the right height. When the man gets the brick in his
hand, he tests it with his trowel. If anything, this is more stupid than stooping to pick up his
material. If the brick is bad he discards it, but in the process it has been carried up perhaps six
stories, and must be carted down again. Moreover, it consumes the time of a $5-a-day man when
a $6-a-week boy could do the testing on the ground. The next thing the bricklayer does is to turn
it over to get its face. More waste: more work for the $6 boy. Next what does the bricklayer do?
He puts the brick down on the mortar and begins to tap it with his trowel. What does his tapping
do? It gives the brick a little additional weight so it will sink into the mortar. If anything this is
more stupid than any of the others. For we know the weight of the brick and it would be a simple
matter in industrial physics to have the mortar mixed so that just that weight will press it down
into the right layer. And the result? Instead of having eighteen motions in the laying of a brick,
we have only six. And the men put to work to try it lay 2,700 with no more effort than they laid
a thousand before.

By 1895 Gilbreth had his own construction firm based on speed work. He analyzed each job
to eliminate unnecessary motions, devising a system of classifying hand motions into 17 basic
divisions (which he called therbligs from his last name) such as search, select, transport loaded,
position, and hold. He soon became one of the best-known building contractors in the world,
but by 1912 had given up the construction business and was devoting full time to management
consulting.

Lillian Moller Gilbreth (1878-1972) earned a bachelor’s and master’s degree in English at
the University of California (and qualified for Phi Beta Kappa, although as a woman she was not
included on the official list of recipients). She interrupted her Ph.D. studies for a trip to Europe by
way of the port of Boston, where she met Frank Gilbreth on the outgoing leg and married him on
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her return. She later completed her Ph.D. at Brown University. Lyndall Urwick rhapsodizes about
her in a discussion of scientific management pioneers:

[TThere was the amazing fact that one of them, Frank Bunker Gilbreth, happened to fall in love
with a girl who was a psychologist by education, a teacher by profession, and a mother by voca-
tion [see the book and subsequent movie Cheaper by the Dozen]. I know of no occurrence more
worthy of the epithet providential than that fact. Here were three engineers—Taylor, Gantt, and
Gilbreth—struggling to realize the wider implications of their technique, in travail with a “mental
revolution,” their great danger that they might not appreciate the difference between applying sci-
entific thinking to material things and to human beings, and one of them married Lillian Moller,
a woman who by training, by instinct, and by experience was deeply aware of human beings, the
perfect mental complement in the work to which they had set their hands.

Lillian quickly became interested in Frank’s work and assisted him in preparation of six books
published between 1908 and 1917 (Field System, Concrete System, Bricklaying System, Motion
Study, Fatigue Study, and Applied Motion Study). Meanwhile, she continued work on her Ph.D.
thesis, The Psychology of Management, one of the earliest contributions to understanding the human
factor in industry, and submitted it in 1912. The work was serialized in Industrial Engineering
Magazine and finally published as a book (the latter with the proviso that the author be listed as
L. M. Gilbreth without identifying her as a woman, so that it might have some credibility).

Frank prepared an invited paper for the 1925 International Management Conference in Prague,
but he died suddenly of a heart attack on June 14, 1924. Lillian presented the paper in his place,
then continued Frank’s work and established a strong reputation of her own as one of the creators of
industrial psychology. She was the first woman admitted to the Society of Industrial Engineers and
the ASME, the first woman professor of management at an engineering school (Purdue University
and later the Newark College of Engineering), and the only woman to date to be awarded the
Gilbreth Medal, the Gantt Gold Medal, or the CIOS Gold Medal. She has understandably been
called the first lady of management. Her life was so long (she outlived Frank by 48 years) and dis-
tinctive that many contemporary women engineers speak of her as an early inspiration that led them
into engineering work.

Growth and Implications of Scientific Management

Taylor’s work attracted many disciples who propagated the scientific management method. Carl
Barth, a mathematics teacher, was recruited by Taylor to help Henry Laurence Gantt solve the
speed and feed problems in metal-cutting studies conducted at Bethlehem. Barth later helped Taylor
apply scientific management to the problems of Link Belt, Fairbanks Scale, and Yale & Towne
companies, and then helped George D. Babcock install scientific management at the Franklin Motor
Car Company (1908-1912).

Gantt (1861-1919) earned degrees from Johns Hopkins University and Stevens Institute of
Technology (in mechanical engineering in 1884, a year after Taylor). He joined Taylor at Midvale
Steel in 1887, followed him to Simond’s Rolling Machine Company and then to Bethlehem Steel,
and became an independent consulting industrial engineer in 1901. Gantt modified Taylor’s
differential piece rate by providing a standard day rate regardless of performance, which provided
security to workers during training and work delays due to materials not being available; workers
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who accomplished the specified daily production received an additional bonus, as did their fore-
men. Gantt is also noted for his work in developing charts that graphed function of performance
against time; their application to project management is discussed in Chapter 14.

Another protégé of Taylor was Morris L. Cooke (1872-1960), a mechanical engineer (Lehigh
University, 1895) who began applying a questioning method to the wastes of industry long before
he met or heard of Taylor, then started reading Taylor’s writings, and met him. Taylor funded
Cooke to study the administrative effectiveness of ASME, sent him to perform an “economic study”
of administration in educational organizations for the Carnegie Foundation for the Advancement
of Teaching, and then sent him to help the newly elected reform mayor of Philadelphia improve
the efficiency and effectiveness of municipal government (1911-1915). Cooke later advised the
president of the American Federation of Labor (Samuel Gompers) and coauthored a book with
the president of the Congress of Industrial Organizations (Phillip Murray), emphasizing that
labor was as important for production as management. Later, he headed the Rural Electrification
Administration, which brought inexpensive electric power to rural America.

Taylor’s system received extensive publicity in the 1911 Eastern Rate case. The Eastern-
railroads petitioned the Interstate Commerce Commission for an increase in rates, but Boston
lawyer (and later Supreme Court justice) Louis D. Brandeis took up the cause of shippers with
the theme that no increase would be necessary if railroads would only apply scientific manage-
ment (the name adopted instead of the Taylor system in a meeting of Brandeis, Gilbreth, Gantt,
and others in preparation for this case). The parade of witnesses supporting this view included
Taylor, Gilbreth (as quoted above), Henry Towne, and others. Harrington Emerson (1853-1931),
who had been very successful as a troubleshooter on the Burlington Railroad and then a consultant
to the Santa Fe Railroad, testified that preventable labor and material waste was costing the railroad
industry a million dollars a day. Scientific management spread rapidly because media and institu-
tions for the sharing of knowledge and experience were becoming available in an unprecedented
way. Many of the practitioners were active in ASME; they presented and critiqued papers at their
meetings. Industrial and popular journals were increasing in number, and they reported on progress
in scientific management and even serialized books by Taylor and Lillian Gilbreth. Most of the
major participants authored several books each, many of which were widely read. Universities
increasingly decided management was, after all, worthy of study. Taylor was persuaded to lecture
at what would become the Harvard Business School, Lillian Gilbreth and Carl Barth each lectured
at two universities, and Henry Gantt lectured at four. Bachelor’s degree programs that combined
engineering and business were founded at Stevens in 1902, Yale in 1911, and MIT in 1913. The
discipline of industrial engineering (and the Institute of Industrial Engineers) originated from the
work of scientific management, and the newer discipline of engineering management owes a great
debt to it as well.

The effectiveness of American support of the Allies in World War I spread interest in scientific
management throughout Europe, even to newly communist Russia. Lenin is quoted from a June
1919 address on Scientific Management and the Dictatorship of the Proletariat as follows:

The Russian is a poor worker in comparison with the workers of the advanced nations, and
this could not be otherwise under the regime of the Czar and other remnants of feudalism. To
learn how to work—this problem the Soviet authority should present to the people in all its
comprehensiveness. ... We must introduce in Russia the study and the teaching of the Taylor
system and its systematic trial and adaptation.
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Scientific management did, however, have some negative impacts, which still affect us today.
Taylor divided work into planning and training (a management responsibility) and rote execution
(by the uneducated laborer of the day). Only in the last three decades have executives in mass
production industries such as General Motors realized how much they were losing by only hiring
workers from the neck down rather than encouraging them to participate in improving work methods.
In 1988, Konosuke Matsushita, founder of Matsushita Electric Industrial Company, believed his
country would win the manufacturing war with the United States as a result. He explained:

You cannot do anything about it because your failure is an internal disease. Your companies
are based on Taylor’s principles. Worse, your heads are Taylorized too. You firmly believe that
sound management means executives on one side and workers on the other, on one side men
who think and on the other men who can only work. For you, management is the art of smoothly
transferring the executives’ ideas to the workers hands.

We have passed the Taylor stage. We are aware that business has become terribly complex.
Survival is very uncertain in an environment increasingly filled with risk, the unexpected, and
competition. Therefore, a company must have the constant commitment of the minds of all of its
employees to survive. For us, management is the entire work force’s intellectual commitment at
the service of the company without self-imposed functional or class barriers.

We have measured—better than you—the new technological and economic challenges. We know
that the intelligence of a few technocrats—even very bright ones—has become totally inadequate
to face these challenges. Only the intellects of all employees can permit a company to live with
the ups and downs and the requirements of its new environment. Yes, we will win and you will
lose. For you are not able to rid your minds of the obsolete Taylorisms that we never had.

Matsushita lays down a challenge to American engineers working in production and operations
management. In Chapter 7 some of the theories of human motivation are examined, and Chapter 12
looks at their application to production operations using techniques of total quality management and
empowered teams.

ADMINISTRATIVE MANAGEMENT

As we have seen, initial American management study emphasized management at the production-
shop level. In the meantime, two Europeans, Henri Fayol and Max Weber, were making significant
contributions to general management theory.

Henri Fayol

Fayol (1841-1925) was an 1860 graduate of the National School of Mines at St. Etienne, France.
His distinguished career is described in Urwick’s foreword to the 1949 English translation of his
most noted work, Administration Industrielle et Générale (General and Industrial Management).
He believed that the activities of industrial undertakings could be divided into six groups: technical
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(production), commercial (marketing), financial, security, accounting, and administrative activities.
The first five he considered well known, but the last, administrative (French has no exact equivalent
of the word management), he considered most important above the first two levels of manage-
ment, yet least understood. Fayol divided administration into planning/forecasting (prevoyance),
organization, command, coordination, and control. He decried the absence of management teaching
in technical schools, but stated that without a body of theory, no teaching is possible. He then pro-
ceeded to develop a set of 14 “general principles of administration,” most of which have meaning
to this day.
Today’s critics of engineering education would agree with Fayol that

[o]ur young engineers are, for the most part, incapable of turning the technical knowledge
received to good account because of their inability to set forth their ideas in clear, well-written
reports, so compiled as to permit a clear grasp of the results of their research or the conclusions to
which their observations have led them.

Engineering educators today would be less comfortable with his observation that “[lJong
personal experience has taught me that the use of higher mathematics counts for nothing in manag-
ing businesses and that engineers, mining or metallurgical, scarcely ever refer to them.” However,
every engineering student should consider his advice to future engineers:

You are not ready to take over the management of a business, even a small one. College has given
you no conceptions of management, nor of commerce, nor of accounting, which are requisite
for a manager. Even if it had given you them, you would still be lacking in what is known as
practical experience, and which is acquired only by contact with men and with things. ... Your
future will rest much on your technical ability, but much more on your managerial ability. Even
for a beginner, knowledge of how to plan, organize, and control is the indispensable complement
of technical knowledge. You will be judged not on what you know but on what you do and the
engineer accomplishes but little without other people’s assistance, even when he starts out. To
know how to handle men is a pressing necessity.

Max Weber and Bureaucracy

A contemporary of Fayol, the German sociologist Max Weber (1864-1920) influenced classi-
cal organization theory more than any other person. Weber developed a model for a rational and
efficient large organization, which he termed a bureaucracy. Weber described the following as
characteristics of legal authority with a bureaucratic administrative staff:

» The basic organizational unit is the office or position, which is designated a specific set of
functions (based on division of labor), with clearly defined authority and responsibility.

¢ Members of the organization owe loyalty to the office, not (as with traditional authority or
charismatic authority) to the individual.

e Candidates for offices are selected and appointed (not elected) based on their technical
capability.

 Offices are organized in a clearly defined hierarchy: each lower office is under the control and
supervision of a higher office.
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* Officials (office holders) are subject to strict and systematic discipline and control in the con-
duct of the office, and subordinates have a right of appeal.

¢ Administrative acts, decisions, and rules must be reduced to writing.

* The office is the primary occupation of the incumbent, who is reimbursed by a fixed salary.

¢ Promotion is based on the judgment of superiors.

 Officials are not the owners of the organization.

The term bureaucracy need not imply an organization that is mired in red tape, delay, and
inefficiency, with no concern for the human dimension. Most of Weber’s elements are necessary
in any large organization to assure consistent and reasonably efficient operation. The U.S. Postal
Service or Internal Revenue Service must have the same rules of operation at every local office;
an army must have common procedures so that replacement officers and men can function quickly
on assuming new positions; General Motors, or a large university or hospital, or the Boy Scouts of
America must have fairly uniform structures and rules among their divisions to function smoothly.
The challenge of a large organization is to incorporate into this necessary structure some flexibility
to handle exceptions and an ability to recognize and reward individual contributions.

Russell Robb

Robb (1864-1927) was an American electrical engineer and manager whose original contributions
on organization theory have not received the attention they deserve. After graduating from MIT,
Robb spent most of his career as an executive in the Stone and Webster Engineering Corporation. He
expressed his views on organization in three lectures presented to the Harvard University Graduate
School of Business Administration in 1909 and later published. Young summarizes their import:

These three lectures...contain more practical observations on organizations and concepts of
organization theory than Weber. He was a practising engineer manager, whereas Weber was a
sociologist. ... His penetrating observation of organizations as “only a means to ends—it provides
a method” and analysis of principles and concepts make him more a “pioneer of organization
theory” than Weber.

Lyndall Urwick

Urwick was an Englishman who majored in history at Oxford. His contribution lay not in creat-
ing concepts of management, but in being the first to try to develop a unified body of knowledge.
Using Fayol’s management functions as a framework, he analyzed the writings of Fayol, Taylor,
Mary Parker Follett, James Mooney, and others, and attempted to correlate them with some of
his own views into a consistent system of management thought. His 1943 book, The Elements of
Administration, can therefore be viewed as the first general textbook on, as opposed to personal
observations about, management. Toward the end of his long career he summarized his observa-
tions on the contribution of engineers to management:

The study of management, as we all know, started with engineers. It was the sciences underlying
engineering practice—mathematics, physics, mechanics, and so on—which were first applied by
Frederick Winslow Taylor to analyzing and measuring the tasks assigned to individuals. That is
where the science of management started.
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BEHAVIORAL MANAGEMENT

Hawthorne Studies

What is arguably the single biggest departure in management thinking grew out of a series of
studies conducted in the 1920s and early 1930s at the Hawthorne Works (near Cicero, Illinois) of
the Western Electric Company (now AT&T Technologies). The first phase of the studies, known
as the Illumination Experiments, were conducted between 1924 and 1927 under the direction
of Vannevar Bush, an electrical engineer from MIT who later developed systems that made the
modern computer possible. The original intent was to find the level of illumination that made the
work of female coil winders, relay assemblers, and small parts inspectors most efficient. Workers
were divided into test and control groups, and lighting for the test group was increased from 24 to
46 to 70 foot-candles. Production of the test group increased as expected, but production of the
control group increased roughly the same amount. Again, when lighting for the test group was
decreased to 10, and then three foot-candles, their output increased, as did that of the control
group. Production did not drop appreciably until illumination was lowered to that of moonlight
(0.06 foot-candle).

To try to understand these unexpected results, Australian-born Harvard professor Elton Mayo
and his colleague Fritz Roethlisberger conducted a second phase (1927-1932), known as the Relay
Assembly Test Room Experiments. A large number of women were employed in assembling about
40 parts into the mechanical relays that were needed for telephone switching in the days before
solid-state electronics. Six women whose prior production rates were known were moved from the
large assembly room to a special test room to test the effects of changes in length and frequency of
rest periods and hours worked. The women were given regular physical examinations (with free ice
cream), their sleep each night and food eaten were carefully recorded, and room temperature and
humidity were controlled. The room had an observer who recorded events as they happened and
maintained a friendly atmosphere. The women had no supervisor, but they increasingly assumed
responsibility for their own work and were allowed to share in decisions about changes in their
work (a precursor of today’s emphasis on empowered teams). Birthdays were regularly celebrated
at work, and the women became fast friends after hours as well. Incentive pay had been used in
the main workroom based on overall production of a large number of workers, but in the test room
incentive pay was based just on production of the group of six.

After production rates had been stabilized in the new room, rest periods were added and main-
tained for periods of four or five weeks each at levels of (1) two five-minute periods, (2) two
10-minute periods, (3) six - five minute periods, and (4) two 10- or 15-minute periods with light
snacks. Shorter workdays and elimination of Saturday work were also tried. Throughout this period
daily production continued to increase, as it also did in a subsequent 12-week period when rest
periods, refreshments, and shortened workdays were eliminated, and again when they were rein-
stated. Absenteeism among the six was only a third of that in the main room.

A third phase of study (the Bank Wiring Observation Room Experiment of 1931-1932)
involved a group of 11 wiremen, soldermen, and inspectors who assembled terminal banks used in
telephone exchanges. It became clear that the men formed a complex social group, had established
their own standard of a fair day’s work, and despite the piecework pay that existed, ridiculed and
abused any worker who tried to work faster (or slower) than the group norm.
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Mayo and others have attributed the surprising results in the first two phases to the pride of
the women in being part of something important, the esprit de corps developed in the work group,
and the satisfaction of having some control over their own destiny; the behavior of the men was
attributed to the need for affection from the group (and the fear that management would lower pay
rates if productivity improved). Later analysts such as Rice have criticized the studies as lacking
the rigorous controls now demanded in scientific experiments, but the criticism is moot. These
studies focused the attention of an army of behavioral scientists—psychologists, sociologists, and
even anthropologists (who turned their attention from the culture of remote tribes to the culture
of General Motors and IBM)—on the behavior of workers individually and in groups; their work
over the ensuing decades has added immeasurably to our knowledge of the art of management. The
results of these studies are referred to as the Hawthorne effect, which is the tendency of persons
singled out for special attention to perform as expected.

Summary of Engineering and Management History

Ancient Civilizations Egyptian pyramids
China—Great Wall
Mayan temples
England—Stonehenge
Alexander the Great—staffing system
Romans—roads and aqueducts

Medieval Period Four centuries of Dark Ages
Renaissance Arsenal of Venice
Industrial Revolution, Eighteenth and Factories
Nineteenth Centuries Steam engine
Industrial Development in the United States, Railroads, canals, steel mills
19th Century West Point Military Academy
Morrill Land Grant Act
American Society for Engineering Education
Management Philosophies, Twentieth Frederick Taylor
Century Scientific Management Frank Gilbreth
Lillian Gilbreth
Henry Gantt
Administrative Management Henry Fayol
Max Weber
Behavioral Management Abraham Maslow

Hawthorne Studies
Abilene Paradox
Theory X and Theory Y
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Abilene Paradox

The Abilene paradox is the situation that results when groups take an action that contradicts
what the members of the group silently agree they want or need to do. Stated another way, it is
the inability of a group to agree to disagree. This is based on a story set in Abilene, Texas, by
Dr. Jerry Harvey.

Four adults are sitting on a porch in 104-degree heat in the small town of Coleman, Texas, some
53 miles from Abilene. They are engaging in as little motion as possible, drinking lemonade,
watching the fan spin, and occasionally playing dominoes. The characters are a married couple
and the wife’s parents. At some point, the wife’s father suggests they drive to Abilene to eat at a
cafeteria there. The son-in-law thinks this is a crazy idea but does not see any need to upset the
apple cart, so he goes along with it, as do the two women. They get in their Buick with no air-
conditioning and drive through a dust storm to Abilene. They eat a mediocre lunch at the cafeteria
and return to Coleman exhausted, hot, and generally unhappy with the experience. It is not until
they return home that it is revealed that none of them really wanted to go to Abilene—they were
just going along because they thought the others were eager to go.

The paradox is that not all group members are in agreement, but go along with decisions
because they think the rest of the group agrees. The Abilene paradox occurs in group decision
making and may happen in the workplace, with a family, or with friends.

More on behavioral management may be found in the contributions of McGregor and his
Theory X and Theory Y, and Maslow’s hierarchy of needs, which are discussed with leadership and
human motivation in Chapter 7.

CONTEMPORARY CONTRIBUTIONS

Quality Management

Quality management (QM) is a management approach that originated in the 1950s and has steadily
become more popular since the early 1980s. At this time the quality movement has matured.
Quality is a description of the culture, attitude, and organization of a company that strives to pro-
vide customers with products and services that satisfy their needs. The culture requires quality in
all aspects of the company’s operations, with processes being done right the first time and defects
and waste eradicated from operations. QM is a management philosophy that seeks to integrate all
organizational functions (marketing, finance, design, engineering, production, customer service,
etc.) to focus on meeting customer needs and organizational objectives. Specific topics in QM are
discussed in Chapter 12. The following are a part of the quality approach:

* Meeting customer requirements

* Commitment by senior management and all employees
* Focus on processes/continuous improvement plans

* Planning quality into products and processes

e Teams
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» Systems to facilitate quality control and improvement

* Employee involvement and empowerment

¢ Recognition and celebration

¢ Reducing development cycle times

¢ Benchmarking one’s own performance and practices against others
¢ Six Sigma

Customer Focus

Quality and performance are judged by an organization’s customers. The term customer refers to
actual and potential users of an organization’s products or services. Customers include the end users
of products or services. The role of an organization’s mission and vision is to align work toward
meeting customer expectations. Marketing, design, manufacturing, and support must be aligned to
meet customer needs. Customer-driven excellence has both current and future components: under-
standing the customer of today and anticipating future customer desires and needs.

Information Technology

Engineers in the second half of the twentieth century and the first few years of the twenty-first
century have seen a dramatic change in the way engineering is practiced. The greatest changes
may well be the result of the pervasive influence of information technology (IT) hardware, soft-
ware, and computer networks. Not since the Industrial Revolution and the machines engineered
with the power of steam engines has the engineering world seen such advancements.

Today practically every appliance, machine, system, or subsystem that is engineered has
a computer that reads bar graphs, senses certain molecules in the atmosphere, records changes
in acceleration and velocity, or measures the latitude and longitude of locations through global
positioning satellites 12,500 miles above the earth.

We call it the digital economy. It is loosely defined (as it changes yearly, even monthly)
as the new economy based on digital technologies of Internet, intranets, extranets, computers,
software, and hardware, using many different communication networks and the World Wide
Web. Every new machine manufactured today is considered for networking using IP (Internet
Protocol, short for TCP/IP, or transmission control protocol). Today’s digital engineer has to
understand the seven layers of communication protocols just to be considered current. The pro-
cesses and procedures that the digital engineer uses today have changed to take advantage of the
efficiencies gained from IT.

Look at design, for example, just one of the many components of engineering. Forty years
ago, design engineers had secretaries who typed correspondence, along with letters to vendors
and customers, specifications, and white papers. Today the secretary is long gone, replaced by
the PC (personal computer) and keyboard data entered by the digital engineer. The PC decen-
tralized the legacy mainframe, centralized the computing environment, and finally put the power
of computing into the end users’ hands. Introduced in 1983 by IBM, created by Bill Gates, Steve
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Jobs, and the early IT engineers at the Palo Alto Xerox Think Tank in the mid-1970s, the PC
revolutionized engineering.

The engineer’s drafting table was soon thereafter replaced with CAD/CAM (computer-
aided design/computer-aided manufacturing) software that ran on the PC workstation. Design
drawings were no longer drawn with paper and pencil, but digitalized for use again and again,
more accurately and much more quickly. The efficiencies and productivity increases that have
resulted from the labor of design alone are staggering; few economists have calculated the real
impact to the world of business productivity.

Manufacturing engineers made a similar transition. Computer-controlled machines
replaced union worker after union worker. Businesses leveraged IT with the smaller size of
computing hardware, the efficiency of software, and the accuracy and dependability of elec-
tronic computer-controlled machines on the manufacturing floor.

Source: Rick Sickles, Aerospace Engineer and UCF Adjunct Instructor of Information
Technology (Retired).

Project Management

Many of the most difficult management challenges of recent decades have been to design, develop,
and produce very complex systems of a type that has never been created before. Examples include
the establishment of vast petroleum production systems in the waters of the North Sea or the deserts
of Saudi Arabia, the collaboration of 400,000 people in the Apollo program to place men on the
moon, development of complex jet aircraft, the International Space Station, the systems design for
the Mission to Mars project, and software development. To create these systems with performance
capabilities not previously available, there are three essential considerations for a manager to keep
in balance: time (project schedule), cost (in dollars and other resources), and performance (the
extent to which the objectives are achieved). Chapters 14 and 15 are devoted to discussing project
management.

Globalization

People around the globe are more connected to each other than ever before. This new interna-
tional system of globalization, as defined by Thomas Friedman, “has its own unique logic, rules,
pressures, and incentives and it deserved its own name: ‘globalization.” Globalization is not just
some economic fad, and it is not just a passing trend. It is an international system.” Human societ-
ies around the globe have established progressively closer contacts over many centuries, but now
the pace has dramatically increased. Information and money flow more quickly than ever. Goods
and services produced in one part of the world are increasingly available in all parts of the world.
Workplace teams are composed of members from different parts of the world. International travel
is more frequent. International communication is commonplace. As a result, laws, economies,
and social movements are forming at the international level. Globalization and opportunities are
addressed in Chapter 18.
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Management Theory and Leadership

Management theory owes a great deal to practical executives who took the time to set down the
wisdom they had accumulated in a successful management career. Henri Fayol, discussed previ-
ously, was such a man, as were Chester Barnard, who summarized his findings about people in
organizations in The Functions of the Executive, and Alfred P. Sloan, who documented his develop-
ment of the decentralized organization with central control in My Years with General Motors. Just
as often, these contributions are related secondhand by management writers. Peter Drucker, widely
considered to be “the father of modern management,” wrote many books and countless scholarly
and popular articles on leadership and management. Two of the books are The Effective Executive:
The Definitive Guide to Getting the Right Things Done and Managing in the Next Society. Peters
and Waterman highlighted in their book In Search of Excellence the following: the wisdom of Walt
Disney in treating theme park customers as “guests”’; the emphasis of Thomas Watson, Jr., of IBM
on service and customer satisfaction; the revolution in the U.S. Navy by Admiral Zumwalt “based
on the simple belief that people will respond well to being treated as grownups”; and the success of
MBWA (“management by walking around”) by Bill Hewlett and Dave Packard at HP.

Other contributions to management theory include: The Seven Habits of Highly Effective
People by Stephen Covey; The One Minute Manager by Kenneth Blanchard and Spencer Johnson;
Reengineering the Corporation by Michael Hammer and James Champy; Good to Great: Why
Some Companies Make the Leap ...and Others Don’t by Jim Collins; Leadership 101: What
Every Leader Needs to Know by John C. Maxwell; quality management (TQM) philosophies;
and the management styles of Jack Welch, formerly of General Electric. This list of contributors
to management theory in the last two decades is not meant to be inclusive, but it shows that the
businessperson of today has more access to advice, some good and some not so good, than at
any other time in history. Business books are better than ever. Through organized mentoring and
other efforts, organizations and management are trying to preserve the wisdom that resides only
in employees’ heads.

DISCUSSION QUESTIONS

2-1. Charles Babbage’s work is considered to be far ahead of its time. Discuss this statement with
examples.

2-2. How would faulty designs produced or approved by engineers today affect their career?
Provide examples from news reports or case studies you have come across. Was the situation
any different for engineers in ancient times?

2-3. Discuss Frederick W. Taylor’s 4 principles of scientific management by providing examples
from a firm you are familiar with.

2-4. The development of cotton and woolen mills in the mill cities of England, and later New
England, caused tremendous sociological change as potential workers (especially women)
swarmed from rural areas to the growing industrial cities. Cite examples of similar occur-
rences in more recent times in developing countries.

2-5. What is the importance of motion study techniques? Apply motion study techniques to any
task that involves a series of motions. Use a task that you are familiar with in an organization
of your choice.
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2-6. Fayoldeveloped a set of 14 general principles of administration, which are meaningful even
today. Discuss any 7 of these principles and explain why you consider them important.

2-7. What was the positive value of Max Weber’s model of “bureaucracy”?

2-8. The essence of the Relay Assembly Test Room Experiments at the Hawthorne Works was
that expected correlations between productivity and physical factors such as rest periods
were not demonstrated. What other factors could explain the regular productivity increases
observed in these experiments?

2-9. Read at least part of In Search of Excellence, and elaborate on one significant finding of
Peters and Waterman.

2-10. As made clear in this chapter, engineers and engineer managers have made strong con-
tributions to management theory and practice. List the engineers and engineer managers
identified in this chapter together with their contributions, and add any others you may
know of.
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Leading Technical People

PREVIEW

There are four basic management functions as defined by Fayol and mentioned in Chapters 1 and 2,
and they are still accepted today. These basic functions of management are commonly identified
as leading, planning, organizing, and controlling. Coordination ties all these functions together.
President Harry S. Truman defined leadership as “the ability to get men to do what they don’t want
to do and like it.” Whether one agrees with this statement or not, it is certain that leadership is
more than just directing others. Leadership is truly an art form that can be taught and learned. Just
as in any other art form, there are multiple styles of leadership. Engineers need leadership skills.
Engineers are trained to innovate, but many have not learned the skills to be the lead on projects.
From the beginning of their careers, engineers are expected to lead projects and teams. Engineers
understand technology better than nontechnical managers, and they understand the details better
than most technical managers.

Management Functions

Leading |

|
|
—| Planning |

|—‘ Decision Making

Organizing |

11

Controlling |

67



68 Chapter 3 Leading Technical People

The characteristics that make leadership effective in one company for a certain situation might
be ineffective in another organization. All organizations are different and react differently. Different
leadership studies have different theoretical approaches, but the same general factors are involved:

¢ Characteristics of the leader

¢ Attitudes, needs, and other characteristics of the followers
¢ Characteristics of the organization

¢ Social, economic, and political climate.

The first section on the nature of leadership examines the differences in managers and leaders.
Next, the traditional trait theories and their application to the engineering leader are considered.
Several related approaches emphasize two dimensions—one concerned with tasks and the other
with people. These approaches include The leadership Grid, the Michigan and Ohio State studies,
servant leadership, and lifecycle theory.

Motivation is a key component of the leadership model. McGregor’s two contrasting view-
points (Theories X and Y) on the nature of the individual who is to be motivated are considered.
Then two approaches to understanding motivation are presented: content theories and process
theories. The content theories include Maslow’s hierarchy of needs, Herzberg’s two-factor theory,
and McClelland’s acquired need theory. Process theories assume that behavior is determined by
expected outcomes and include Adam’s equity theory, Vroom’s expectancy theory, and Skinner’s
behavior modification.

LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

» Explain the differences between leaders and managers.

» Describe the nature of leadership and its significance to an organization.
* Address the application of servant leadership in current organizations.

» Recognize the different views of motivation.

LEADERSHIP

Leadership and Management. The words leadership and management are often used inter-
changeably, yet they describe two different concepts. Maccoby defines leadership as a relationship
between the leader and the led, and management as a function. The leader uses passion and emotion,
while the manager uses a more formal, rational method. Managers are quite often experienced in
their field and have worked their way up within the company; and a leader may be a new arrival to
a company, with fresh ideas. Often, companies do not distinguish between the two positions, and as
a result, may place a manager into a leadership role.
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Although there are many examples of good managers and leaders, Drucker presents the idea
that there is no one right way to manage. Different groups in the work population must be managed
differently at different times. Thus, management and leadership styles are constantly changing.
Some of the leader and manager characteristics that Warren Bennis listed are described in the
following chart:

Managers Leaders

Administer Innovate

Ask how and when Ask what and why
Focus on systems Focus on people

Do things right Do the right things
Maintain Develop

Short-term perspective Longer-term perspective
Imitate Originate

Are a copy Are original

Leadership must be distinguished from management. Management involves planning, organiz-
ing, staffing, directing, and controlling, and a manager is someone who performs these functions.
A manager has formal authority by virtue of his or her position or office. Leadership, by contrast,
primarily deals with influence. A manager may or may not be an effective leader. A leader’s ability
to influence others may be based on a variety of factors other than his or her formal authority
or position.

Nature of Leadership

Leadership is the process of getting the cooperation of others in accomplishing a desired goal. Sir
William Slim, commander of the British Army that defeated the Japanese in Burma in World War
I1, defined leadership as that “mixture of persuasion, compulsion, and example that makes men do
what you want them to do.” In a more subtle vein, Barney Frank said, “The great leader is the one
who can show people that their self-interest is different from that which they perceived.”

People become leaders by appointment or through emergence. Formal, or “titular,” leaders are
appointed branch managers, committee chairs, or team captains and have the advantage of formal
authority (including the power to reward and punish), but this only gives them the opportunity to
prove themselves effective at leadership. Although good leaders prefer to influence others through
persuasion whenever possible, this author agrees with Robert Shannon that “it is much easier to be
persuaded by a person with power than by one without power.”

Emergent, or informal, leaders evolve from their expertise or referent power as it is expressed
in the process of group activity. Even as children we find certain individuals emerging as the ones
whose suggestions for the games to play or the mischief to get into are followed, and throughout life
we find that certain people take the lead and are accepted as informal leaders. When the emergent
leader is then appointed or elected as a formal leader, they have a double opportunity to be effective.
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Recognizing this, many organizations conduct assessment centers to evaluate potential leaders, and
these include group situations where no leader is appointed in order to see who emerges to lead the
resolution of a jointly assigned problem.

of

Leadership Secrets

The book Leadership Secrets of the World’s Most Successful CEOs by Eric Yaverbaum consists

they use to help their organizations succeed. Each chapter features a top CEO who reveals his
or her most powerful leadership technique. The proven management principles of the CEOs of
Absorbine, 7-Eleven, Domino’s Pizza, Grumman, Nabisco, Radio Shack, Staples, Xerox, and
dozens of other companies in all industries, large and small, can be summarized by the follow-
ing leadership strategies:

» Have a clear vision, a specific direction, and a goal for your organization.

* Communicate your vision, strategy, goals, and mission to everyone involved.
 Listen to what others tell you.

* Surround yourself with the right people, a strong team.

* Apply the Golden Rule. (Do unto others as you would have them do unto you.)
» Lead by example. Take responsibility. Make tough decisions.

» Constantly innovate to gain and to sustain competitive advantage.

» Plan everything. Leave nothing to chance.

Sources: Eric Yaverbaum, Leadership Secrets of the World’s Most Successful CEOs. Dearborn
Trade Publishing, Chicago, 2004, and Orlando Sentinel, May 10, 2004.

interviews with top executives discussing the proven strategies, philosophies, and tactics

Leadership Traits. Early research into the nature of leadership tried to identify the personal
characteristics, or traits, that made for effective leaders. For example, Peterson and Plowman list
the following 18 attributes as being desirable in a leader:

Physical qualities of health, vitality, and endurance

Personal attributes of personal magnetism, cooperativeness, enthusiasm, ability to inspire,
persuasiveness, forcefulness, and tact

Character attributes of integrity, humanism, self-discipline, stability, and industry
Intellectual qualities of mental capacity, ability to teach others, and a scientific approach to
problems

Harris had this list of 18 qualities and attributes evaluated by a group of 176 engineers, mostly

electrical, mechanical, and aerospace engineers working for high-technology firms in the Dallas,
Texas area. There were two phases to this research. In the first phase, 130 engineers, divided into
three different ranges of engineering experience, were asked to rate each of the 18 characteristics
individually as they perceived their necessity for effective leadership in the engineering environ-
ment. The results appear in Table 3-1.
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Table 3-1 Highest- and Lowest-Ranked Qualities and Attributes in Engineering Leaders

Group I Group II Group III
0-5 Years 6-15 Years > 15 Years
Engineering Engineering Engineering
Experience Experience Experience
Highest-Ranked Qualities and Attributes
1. Ability to inspire 1. Enthusiasm 1. Integrity
2. Persuasiveness 2. Stability 2. Ability to inspire
3. Mental capacity 3. Self-discipline 3. Tact
4. Self-discipline 4. Ability to inspire 4. Stability
5. Enthusiasm 5. Integrity 5. Self-discipline
6. Tact 6. Mental capacity 6. Persuasiveness
7. Stability 7. Persuasiveness 7. Industry
8. Integrity 8. Cooperativeness 8. Enthusiasm
9. Cooperativeness 9. Ability to teach 9. Mental capacity
Lowest-Ranked Qualities and Attributes
18. Health 18. Health 18. Health
17. Forcefulness 17. Vitality 17. Forcefulness
16. Personal magnetism 16. Forcefulness 16. Ability to teach
15. Humanism 15. Personal magnetism 15. Personal magnetism
14. Vitality 14. Humanism 14. Humanism
13. Endurance 13. Endurance 13. Cooperativeness
12. Industry 12. Industry 12. Vitality
11. Scientific approach 11. Scientific approach 11. Scientific approach
to problems to problems to problems
10. Ability to teach 10. Tact 10. Endurance

Source: E. Douglas Harris, “Leadership Characteristics: Engineers Want More from Their Leaders,” Proceedings of the
Ninth Annual Conference, American Society for Engineering Management, Knoxville, TN, October 2-4, ASEM, 1988,
pp. 209-216.

The attribute considered most necessary by less experienced engineers was ability to inspire,
whereas engineers with intermediate (6 tol5 years) experience most valued enthusiasm in a
leader. The attribute in a leader that apparently becomes more highly valued with experience is
integrity, rated in eighth place by young engineers, fourth place by those with intermediate experi-
ence, and first place by engineers with more than 15 years of experience. The attribute considered
least necessary was health, followed (in seventeenth place) by forcefulness, then by humanism
(empathy) and vitality.

In the second phase of the research, Harris asked an additional 46 engineers who repeated the
evaluation above to rate their current engineering managers on the same scale. He then calculated
the difference between the mean ranking of the perceived necessity for each quality or attribute with
the mean rating of current engineering managers. He found that engineering managers exceeded
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the perceived need the most in the following categories (identified by the #-score of the difference
of means):

¢ 6.95 Health

* 4.12 Endurance

* 3.79 Scientific approach to problems
* 3.69 Vitality

* 3.67 Forcefulness

On the other hand, these engineering managers were least successful in meeting expectations in the
following categories:

* —9.16 Ability to inspire
e —5.36 Tact

e —4.82 Persuasiveness

e —4.17 Stability

e —2.88 Enthusiasm

Harris summarizes his research: “The results quite clearly show that engineers want and expect
excellent leaders. The results also show that they are not getting what they want.” When Harris
repeated this research with European engineers he obtained similar results, except that he found
engineers in Europe were even less satisfied with their managers than were engineers in Texas.

Connolly discusses studies showing that neither appointed nor informal leaders need be much
above the average intelligence of the group. He shows that the development and acceptance of
emergent leaders are facilitated by social skills, by technical skills in the specific tasks facing the
group, and by being at the hub of a communication net.

Myers-Briggs Preferences. The Myers—Briggs Type Indicator (MBTI) measures personal
preferences on four scales, each made up of two opposite preferences:

1. Extraversion E (focuses on the outer world of people and things) versus Introversion I
(focuses on the inner world of ideas and impressions)

2. Intuition N (focuses on the future, with a view toward patterns and possibilities) versus
Sensing S (focuses on the present and on concrete information gained from the senses)

3. Thinking T (bases decisions on logic and on objective analysis of cause and effect) versus
Feeling F (bases decisions on values and on subjective evaluation of person-centered
concerns)

4. Judging J (prefers to have things settled—a planned and organized approach to life) versus
Perceiving P (prefers to keep options open—a flexible and spontaneous approach to life)

Engineers and scientists frequently are evaluated as ENTJ or INTJ; successful engineering
managers often are ENTJ; researchers in technical areas (and the engineering deans who are often
chosen from them) are /NTJ. Only about two percent of the total population test as being in these two
categories. This helps explain why engineering faculty, with preferences toward organized, logical,
and theoretical presentations often fail to reach those engineering students whose preferred modes of
learning differ. It also helps explain why many political decisions on technical issues just don’t make
sense to the logical engineer. The difficulty with trait or preference theories is that for every character-
istic proposed, one can find no shortage of undeniably effective leaders who seem weak in that area.
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Dale Carnegie

Dale Carnegie in his 1936 book, How to Win Friends and Influence People, gave suggestions
on how to change people without offending or arousing resentment. Techniques may change,
but principles endure. He stated that a leader’s job is to change the employees’ attitudes and
behavior. Here are some of his suggestions:

¢ Begin with praise and honest appreciation.

» Call attention to people’s mistakes indirectly.

» Talk about your own mistakes before criticizing the other person.
* Ask questions instead of giving direct orders.

¢ Let the other person save face.

* Give the other person a fine reputation to live up to.

* Use encouragement.

* Make the other person happy about doing the thing you suggest.

Source: Adapted from Carnegie, Dale, How to Win Friends and Influence People, http://www.
westegg.com/unmaintained/carnegie/win-friends.html, 5/10/05.

People/Task Matrix Approaches

The Leadership Grid. Robert R. Blake and Jane S. Mouton developed the leadership grid, also
called the managerial grid, which is an approach to analyzing the style of management (that is,
collective leadership) in terms of two dimensions: concern for people and concern for produc-
tion (now concern for results). The latest version of this approach is the leadership grid, shown in
Figure 3-1. This approach assumes that (9,9) team management, in which individual objectives are
achieved in the process of achieving organizational goals, is the ultimate in effective management.
The grid can be used with related analyses and interventions to achieve organizational development
by helping the management of client organizations identify their current management style, and
then work toward the recommended (9,9) style. This approach assumes that concern only for people
(1,9) leads to a workplace that is enjoyable but not productive, that concern only for results (9,1)
leads to a nonresponsive Theory X workforce, that settling for adequate performance and morale in
(5,5) middle-of-the-road management (once called organization man or bureaucratic management)
leads only to mediocrity, and that low concern for both people and results is a sign of impoverished
management.

Michigan and Ohio State Studies. The late Rensis Likert and associates at the University of
Michigan Institute for Social Research conducted a series of studies comparing the effectiveness
of job-centered and employee-centered supervision. The first type (job-centered) emphasizes the
work to be performed, while the second (employee-centered) emphasizes development of effective
work groups. In a related approach, researchers at Ohio State University studied the four possible
combinations of high or low initiating structure with high or low consideration (see Table 3-2).
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High 9| 1,9 Country club management 9, 9 Team management
| Thoughtful attention to needs Work accomplishment is from
of people for satisfying committed people;
8| relationships leads to a interdependence through a
|- comfortable friendly organization "common stake” in organization -

atmosphere and work tempo purpose leads to relationships
‘ ‘ of trust and respect
|

\ \ \

6 5,5 Middle of the road management
Adequate organization
performance is possible through
balancing the necessity to get out
work with maintaining morale of

4 people at a satisfactory level

Concern for people
|91

3| 1,1 Impoverished management 9, 1 Authority—compliance
| Exertion of minimum effort to management |
get required work done is Efficiency in operations results
2| appropriate to sustain from arranging conditions
| organization membership of work in such a way that

human elements interfere to a
Low 1 ‘ minimum degree
l l
1 2 3 4 5 6 7 8 9
Low Concern for production High

Figure 3-1 The Leadership rid figure. From Leadership Dilemmas—Grid Solutions, by Robert
R. Blake and Anne Adams McCanse. Gulf Publishing Company, Houston, TX, copyright 1991 by
Scientific Methods Inc., p. 29; reproduced by permission of the owners.

Initiating structure refers to the task actions of the leader to define who does what and how, while
consideration is a measure of the leader’s concern for followers.

Although an early study, this is still often referenced. It is notable that the two factors correlate
with the people-task division that appears in other studies and also as preferences (although the
preference scale generally assumes an either-or structure rather than two independent scales).

Table 3-2 Ohio State Leadership Styles

Consideration (C)

Initiating Structure (IS) Low High

High High IS, High IS,
Low C High C

Low Low IS, Low IS,

Low C High C
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Intuitively, one would expect the high—high leadership style in each of these cases to be the
most attractive, but this does not always prove true. Connolly states:

There are, then, fairly clear exceptions to the rule that high-high is the best management style.
Structuring behavior helps only if the task is unstructured. Consideration helps satisfaction only
if there is no adequate alternative source of satisfaction (such as interesting work). Providing
either structure or consideration when not needed is unhelpful and may actually hinder. Studies
suggesting that high-high leaders are often effective may thus tell us more about the work people
do than about good leadership: if most people are working in ill-structured, uninteresting jobs,
high-high leaders may be effective; structuring helps productivity and consideration introduces at
least some payoffs interpersonally, which increases satisfaction.

Hersey and Blanchard Life Cycle Theory. Hersey and Blanchard proposed an extension of
the model above (under the name life cycle or maturity theory) in which the most effective leader-
ship progresses with time through the four quadrants of Table 3-2. For example, in teaching a child
a simple task such as tying a shoe, a parent initially concentrates on the details of the task (high IS,
low C). Then, while continuing to correct task errors, the parent praises the child for successes (high
IS, high C), continuing praise after the task has been learned (low IS, high C). Finally, when the task
has been ingrained, it no longer requires the attention of the parent (low IS, low C), and attention
can be shifted to more advanced tasks.

Situational Approaches

The leadership models described in the two-dimensional approaches (except for Hersey and
Blanchard’s) imply that only two factors (one dealing somehow with people, and the other with
task or production) are important, and that there is one best combination of the two for effective
leadership. In 1958, Tannenbaum and Schmidt argued that there really is a continuum of available
leadership styles, and one’s choice within this continuum should be contingent on the situation.
Boone and Bowen assess the significance of this work:

With the appearance of this article the perspective of contingency theory, the dominant theme in
management and organizational theory for the next twenty years, was introduced.

Contingency theory basically argues that there is no one right way to manage. The manager must
develop a reward system, a leadership style, or an organizational structure to be appropriate for
the unique combination of such factors as the nature of the subordinates, the technology of the
business and the tasks that result, the rate of change in the organization, the degree of integration
of functions required, the amount of time the manager has to accomplish the assignment, the
quality of the manager’s relationship with subordinates, and so forth.

Leadership Continuum. Tannenbaum and Schmidt proposed a continuum of leadership style
extending from complete retention of power by the manager to complete freedom for subordinates
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(they now prefer the term nonmanagers to subordinates). Although they identify seven styles of
leadership along the continuum, others have emphasized these four:

1. Autocratic (Telling). Manager makes decisions with little or no involvement of
nonmanagers.

2. Diplomatic (Selling). Manager makes decisions without consultation but tries to persuade
nonmanagers to accept them (and might even modify them if they object strongly).

3. Consultative (Consulting). Manager obtains nonmanagers’ ideas and uses them in decision
making.

4. Participative (Joining). Manager involves nonmanagers heavily in the decision (and may
even delegate the decisions to them completely).

Shackleton

Sir Ernest Shackleton set sail from the South Georgia Islands in the South Atlantic in December,
1914. His main objective of the trip was to cross the Antarctic on foot. This is a distance of
1,800 miles, and had never been accomplished. He had been to the Antarctic twice before,
but had never accomplished his objective of reaching the South Pole. On this particular trip,
he never even reached the continent; his ship became stuck in the ice of the Weddell Sea one
day’s sail from the landing site. The Antarctic winter was so cold that the men could hear the
ice freeze. Ten months later, the ship was crushed by the ice and the men were left stranded.
And now many call Shackleton one of the greatest leaders of the world. What did he do to earn
this title?

For 19 months, Shackleton used leadership skills that are as important today as they were
then. With these skills, he led the 27 crew members to safety, alive and well. He developed and
unified his team despite their different backgrounds and abilities. Elements of his leadership
included optimism, communication, flexibility, strong example, and encouraging enjoyment.
While marooned, he encouraged the men to play sports on the ice. These activities kept the
crew fit and their spirits up. What is apparent in Shackleton’s leadership is that after 19 months
of being stranded on the ice in one of the world’s most inhospitable places, his entire crew
survived and had not lost their spirit.

Source: Margot Morrell and Stephanie Capparell, Shackleton’s Way, 2001.

Tannenbaum and Schmidt proposed that a manager should consider three types of forces before
deciding what management style to employ:

1. Forces in the manager. The manager’s value system regarding leadership and personal
leadership inclinations, confidence in the nonmanagers, and feelings of security (or “toler-
ance for ambiguity”) in an uncertain situation.

2. Forces in the subordinate (or nonmanager). Greater delegation can be provided when non-
managers have a need for independence, are ready to assume responsibility, can tolerate
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ambiguity, are interested in the problem, understand and relate to the goals of the organiza-
tion, have the necessary knowledge and experience, and have learned to expect a share in
decision making.

Forces in the situation. The type of organization and the amount of delegation common in
it, the experience and success the nonmanagers have had in working together as a group,
the nature and complexity of the problem, and the pressure of time.

3.

s

Components of Leadership

American business is constantly seeking skilled leaders at all levels—individuals who can guide
companies, rally corporations, inspire employees, unnerve the competition, and earn the loyalty
of customers and shareholders. Rudy Giuliani, former mayor of New York City, gives these
components of leadership:

1.
2.

Have a set of beliefs. The essence of leadership is that people know what you stand for.
Be optimistic. No one follows a pessimist. A leader must appeal to people’s hopes,
dreams, and aspirations.

Understand courage. Having courage is not about being fearless, but rather about hav-
ing fear, recognizing it, and overcoming your fear.

Prepare relentlessly. Leadership is intensive preparation.

Create a strong team. To create a strong team, first recognize your own weaknesses.
You can then create a balanced team by finding people who compensate for the areas of
your weakness.

Communicate. Explain to people what you need of them and what direction you want
them to go in. Also, communicate by example or action.

Sources: Adapted from Council of Insurance Agents & Brokers, October 8, 2002. http://www.
ciab.com/, 5/5/2005, and “How To Be a Leader: Rudy Giuliani’s Lessons in Leadership,”
November 2003, © Oxford Consulting Group, http://www.oxford-consulting.com/about/
articles/leader-nov03.html 5/10/05.

The Hersey and Blanchard model discussed previously is really a situational model in which
leadership styles are selected from a 2 x 2 matrix rather than a linear continuum, based on forces
in the subordinate (specifically, maturity). With a new (or antagonistic or lethargic) worker, the
manager will first emphasize the task (Telling; high IS/low C); next use Selling (high IS/high C),
then Consulting (low IS/high C), and then Joining (low IS/low C). In essence, the subordinates can
choose the leadership style: If they want to participate in decision making, they need to demonstrate
the necessary maturity and the skilled leader will encourage them to do so.

Servant Leadership

In the 1970s a new leadership style was defined. Servant leadership is a practical philosophy that
supports people who choose to serve first, and then lead as a way of expanding service to indi-
viduals and institutions. The term servant leadership was coined by Robert K. Greenleaf, a retired
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AT&T executive, in his book, Servant As Leader, published in 1970. This approach emphasizes
the leader’s role as steward of the resources, including both human and financial, provided by the
organization. Initially considered a fad, servant or service leadership has gained acceptance over
the past 35 years. Servant leadership is characterized by the belief that leadership development is
an ongoing, continuously improving process. Servant leadership encourages collaboration, trust,
foresight, listening, and the ethical use of power and empowerment. Servant leaders may or may not
hold formal leadership positions.

Unlike other leadership approaches with a top-down hierarchical style, servant leadership
emphasizes collaboration, trust, empathy, and the ethical use of power. Some of the actions the
servant leaders do are:

* Devote themselves to serving the needs of the organization members.
* Focus on meeting the needs of those that they lead.

* Develop employees and facilitate personal growth.

¢ Coach others and encourage self-expression.

¢ Listen and build a sense of community.

Southwest Airlines

“Be a servant leader. I believe that as a leader, one must have a true desire to serve in order to be
effective. I see my role as a servant leader as one that encourages employees to always stretch
their abilities to the next level so that they will grow in their positions.” These words by the
former CEO of Southwest Airlines, Jim Parker, express the philosophy of Southwest Airlines.
The people in management at Southwest lead by example and affect change from the inside out.
Their behaviors serve as models for what they would like to see in others. One of the reasons
“Southwest employees continue to provide legendary service is that they are led by leaders who
know what it means to serve.” They consider themselves a customer service organization that
happens to be in the airline business. Doing the right thing is not something Southwest does for
a reward; they do it because that’s who they are.

Sources: Eric Yaverbaum, Leadership Secrets of the World’s Most Successful CEOs, Dearborn
Trade Publishing, Chicago, 2004 p. 213 and Kevin Freiberg and Jackie Freiberg, NUTS!/
Southwest Airlines’ Crazy Recipe for Business and Personal Success, Broadway Books, New
York, 1996 pp. 282-286.

Other Viewpoints. Other authors have tried to characterize leaders in more complex ways.
Cribbin has identified 14 types of executives by their behavior. Eight of these types (Table 3-3), he
concludes, are merely successful (and could be more effective were it not for some serious weak-
nesses). The other six types—the entrepreneur, corporateur, developer, craftsman, integrator, and
gamesman (Table 3-4)—are effective leaders in appropriate situations.



Table 3-3 Leaders Who Are Merely Successful

Executive Motto Characteristics Typical Behavior
Bureaucrat “We go by the Rational, formal, impersonal, Follows the letter of the law.
book.” politely proper, and disci- Stickler for rules and
plined. May be slow-moving procedures. Task-oriented,
and/or jealous of his or her less concerned with people.
function, rights, and preroga- Logical strategist, but may
tives. Well versed in the orga- be politically astute and/or
nizational “rocks and shoals” a nit-picker
Zealot “We do things A loner. Impatient, outspoken, Devoted to the good of the orga-
my way, in overly independent, and nization, as he or she sees it.
spite of the extremely competent. Jumps Excessively task-oriented,
organization.” the tracks, a nuisance to the but has little concern for
bureaucrats. Insensitive to people. Aggressive and
the feelings of others. Modest domineering. Is insistent, but
political skills. Fair, but fiercely supports all who are
demanding on his or her side
Machiavellian ~ “We depersonalize ~ Self-oriented, shrewd, devi- Treats people as things to be
and use you.” ous, calculating, amoral, exploited and outwitted.
and manipulative. Excellent Cooperates only when it
insight into people’s is to his or her advantage.
weaknesses. Extremely Personal considerations do
opportunistic. Flexible, not enter into thinking. Must
ranges from seeming collabo- win at any price and in any
ration to pitiless aggression. way possible
Cold, but can be charming
Missionary “We love one Much too concerned with people A soft manager who prizes
another.” and what they think of him or harmony above all else. Low
her. Subjective in orientation. task orientation. Gets emo-
Likable, but tries too hard to tionally involved. Acts on a
be liked. Excellent interper- personal basis. Tends to do
sonal skills, but does not win what is popular or will make
respect. Insists that conflict him or her liked. Inclined to
and friction be smoothed over ignore harder organizational
requirements
Climber “I vault over any- Striving, driving, energetic, and High political skills. Excellent

one I can.”

self-oriented. Often smooth
and polished, but always
aggressive. Usually oppor-
tunistic, always plotting the
next move or maneuver. No
loyalty to the organization or
to anyone in it. Often quite
competent. Constantly fronts
self

at maneuvering into the
limelight. Predatory toward
weaker managers. Welcomes
and initiates self-propelling
change. May have high task
orientation, but for self-
serving purposes, not for the
good of the firm. Adroit with
people, but has no interest

in them

(continued overleaf)
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Table 3-3 (continued)

Executive Motto Characteristics Typical Behavior
Exploiter “When I bark, they  Arrogant, insistent, abusive. Exerts constrictive and personal
jump.” Demeaning, coercive, vin- controls. Flogs anyone who
dictive, and domineering. is vulnerable. Uses pressure
Often quite competent. Rigid, and fear to get things done.
prejudiced, given to snap Demands subservience. High
judgments. Exploits others’ task orientation. Sees people
weaknesses as minions
Temporizer “We bend to Procrastinating, compromising, Low task orientation, low
the strongest and vacillating. Earns con- people concern. Reacts
pressure.” tempt. Feels a helpless sense to the strongest immedi-
of being put upon. Survival ate pressure. Reactive, not
instincts may be superior. active. Behavior varies with
May be politically aware pressures
Glad-Hander “We sell the Ebullient, superficial, effusive, Sells himself or herself very
sizzle, not the deceptively friendly, and well. Low or modest task
steak.” extroverted. Excellent inter- orientation. Unconcerned

personal skills. Lacks depth,
minimally competent. May
be an excellent politician.
Survival instincts superior.
Talkative, humorous, lacks
substance

with people, but excellent
in dealing with them. Gets
by on “personality.” Always
seeks to impress and to
improve his or her position.
May use people but rarely
threatens them

Source: Reprinted by permission of the publisher, from Leadership: Strategies for Organizational Effectiveness by
James J. Cribbin, pages 36-37 © 1981 AMACOM, a division of American Management Association, New York. All

rights reserved.

Drucker presents a new paradigm—that there is no one right way to manage. Different groups
in the work populations must be managed differently at different times. Thus, leadership styles are

constantly changing.

For brevity in describing effective leadership, it is difficult to top the following, attributed to
the Chinese philosopher Lao Tsu (about 600 B.C.), and etched in copper in the office of Jack Smith,

former CEO of General Motors:

A leader is best

when people barely know he exists.
Not so good when people obey and acclaim him.

Worse when they despise him.

But of a good leader, who talks little,
when his work is done and his aim fulfilled,
they will say, “We did it ourselves.”



Table 3-4 Leaders Who Are Effective

Executive Motto Characteristics Typical Behavior
Entrepreneur “We do it my way.  Extremely competent, forceful, Unable to work well in a subor-
Only risk-taking individualistic, egocentric, dinate position for very long.
achievers need dominant, and self-confident. Must be prime mover and
apply.” Extraordinary achievement binds small team to him or her
drive. Innovative, very firm- with great loyalty. Offers chal-
minded, and strong-willed. lenges, opportunities to suc-
Something of a loner. Not ceed, and great returns on risks
only listens to his or her own taken. Does not develop sub-
drummer, but composes his ordinates. Is not open to ideas
or her own music. Can be that differ from his or her own.
very loyal, protective, and Gets involved in all aspects
generous to team of the organization. Exercises
very tight control. Motivates
by example, rewards, and fear
Corporateur “I call the shots, Dominant, but not domineering. Concerned about the good of the

but we all work
together on my
team.”

Developer

Craftsman

“People are our
most important
resource.”

“We do important
work as per-
fectly as we
can.

”»

Quite directive, but gives
people considerable freedom.
Consultative but not really
participative. Sizes up people
well, but relates to them on

a surface level. Cordial to
people, but keeps them at
arm’s length

Trustful of subordinates. Intent

on helping them actualize
their potential. Excellent
human relations skills. Wins
personal loyalty, builds a
supportive and achieving
climate. Fine coach and
counselor

Amiable, conservative, and

extremely conscientious.
Principled, very knowledge-
able and skilled, and self-
reliant. Highly task-oriented.
Proud of competence. Work
and family oriented. Self-
contented, honest, straight-
forward, perfectionistic,
independent, analytical, and
mildmannered

organization. Wins respect.
High task orientation. Polished
and professional manager.
Makes people feel needed.
Delegates and consults, but
keeps effective control. Sup-
portive, but not emotionally
involved with subordinates

Very high people orientation.

Although productivity is
superior, at times people con-
siderations take precedence.
People feel needed. Delegates
and consults, but keeps effec-
tive control. Supportive and
emotionally involved with
subordinates

Likes to innovate, build, and

tinker with quality products.
Not overly concerned with
status or politics. Motivated
by a desire for excellence.
Self-demanding but sup-
portive of subordinates.
Competes with projects,
not people. Restive with
organizational red tape.
Likes to solve problems
alone or in a small group

(continued overleaf)
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Table 3-4 (continued)

Executive Motto Characteristics Typical Behavior
Integrator “We build con- Egalitarian, supportive, and Shares the leadership. Thinks
sensus and participative. Excellent in terms of associates rather
commitment.” interpersonal skills. Superior than subordinates. Gives
people insight. A team great freedom and authority.
builder, catalyst, adept at Welcomes the ideas of
unifying different inputs. others. Geared to win—win
A subtle leader, prefers group interaction. Acts as a syner-
decision making gistic catalyst
Gamesman “We win together,  Fast moving, flexible, and Wants to be respected as a
but I must upwardly mobile. Very strategist who builds a
win more than knowledgeable and skilled. winning team. Enjoys the
you.” Autonomous, risk-taking, game of winning within the

assertive, and intent on
winning, but not petty or
vindictive. Innovative. Takes
no great pleasure in another’s
loss or defeat. Opportunistic,
but not unethical, not
depressed by defeat

organization’s rules. Enjoys
competition, jockeying, and
maneuvering. Sharp, skilled,
unbiased, and tough manager
who challenges and rewards
contribution. Impersonally
eliminates the weak and
non-achievers

Source: Reprinted by permission of the publisher, from Leadership: Strategies for Organizational Effectiveness, by
James J. Cribbin, pages 44-45 © 1981 AMACOM, a division of American Management Association, New York. All

rights reserved.

MOTIVATION

Introduction

To have an effective technical organization, one needs to understand the nature of motivation,
which is an important part of leadership. Berelson and Steiner have defined motive as “an inner
state that energizes, activates, or moves (hence ‘motivation’), and that directs or channels behavior
toward goals.” Robbins defines motivation in an organizational sense as “the willingness to exert
high levels of effort to reach organizational goals, conditioned by the effort’s ability to satisfy some
individual need.”

Campbell et al. define motivation in terms of three measures of the resulting behavior:

1. The direction of an individual’s behavior (measured by the choice made when several alter-
natives are available)

2. The strength of that behavior once a choice is made

3. The persistence of that behavior
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Dale Carnegie states that “there is only one way under high heaven to get anybody to do any-
thing. And that is by making the other person want to do it.” Therefore, we need to learn why people
want to do things and how they can be persuaded (or motivated) to do those things that will enhance
organizational goals.

e

10.
11.

12.

Leadership from Good to Great

Jim Collins and his research team spent five years looking for companies that made substantial
improvements in their performance over time. They finally settled on 11 companies. While the
companies that achieved greatness were all in different industries, each engaged in versions of
Collins’s strategies. The list is based on the empirical data researched for this book and only
includes some of principles for going from good to great.

1.

Ten out of eleven good-to-great company leaders or CEOs came from the inside. They
were not outsiders hired in to ‘save’ the company. They were either people who worked
many years at the company or were members of the family that owned the company.
Technology had nothing to do with the transformation from good to great. It may help
accelerate it but is not the cause of it.

Mergers and acquisitions did not cause a transformation from good to great.
Good-to-great transformations did not need any new name, tagline, or launch program.
The leap was in the performance results, not a revolutionary process.

Greatness was not a function of circumstance; it was clearly a matter of conscious
choice.

Every good-to-great company had “Level 5” leadership during pivotal transition years.
Level 5 is the Executive who builds enduring greatness through a paradoxical blend of
personal humility and professional will. The research team was not looking for Level 5
leadership, but the data was overwhelming and convincing. The Level 5 discovery is an
empirical, not ideological, finding.

Level 5 leaders displayed a compelling modesty, were self-effacing and understated. In
contrast, two thirds of the comparison companies had leaders with large personal egos
that contributed to the demise or continued mediocrity of the company.

Level 5 leaders were fanatically driven, infected with an incurable need to produce sus-
tained results. They were resolved to do whatever it takes to make the company great,
no matter how big or hard the decisions.

Potential Level 5 leaders exist all around us, we just have to know what to look for.
Level 5 leaders set up their successors for even greater success in the next generation.
Comparison companies used layoffs much more than the good-to-great companies.
Although rigorous, the good-to-great companies were never ruthless and did not rely on
layoffs or restructuring to improve performance.

Good-to-great management teams consisted of people who debate vigorously in search
of the best answers, yet who unified behind decisions, regardless of parochial interests.
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13. There was no link between executive compensation and the shift from good to great.
The purpose of compensation was not to ‘motivate’ the right behaviors from the wrong
people, but to get and keep the right people in the first place.

14. The old adage “People are your most important asset” is wrong. People are not your
most important asset. The right people are.

15. Whether someone is the right person had more to do with character and innate capabili-
ties than specific knowledge, skills or experience.

Source: Jim Collins, Good to Great: Why Some Companies Make the Leap...and Others
Don’t (New York: Harper Business, 2001) and http://www.jimcollins.com/.

McGregor’'s Theory X and Theory Y. The way we try to motivate someone depends on our
assumptions about his or her basic nature. Douglas McGregor postulated two contrasting sets of
assumptions about the average worker, calling them Theory X and Theory Y. In his Theory X, he
painted a dismal picture of the nature of the average person and its implications for the task of
management:

The conventional conception of management’s task in harnessing human energy to organiza-
tional requirements can be stated briefly in terms of three propositions. In order to avoid the
complications introduced by a label, let us call this set of propositions Theory X:

1. Management is responsible for organizing the elements of productive enterprise—money,
materials, equipment, people—in the interest of economic ends.

2. Withrespect to people, this is a process of directing their efforts, motivating them, controlling
their actions, modifying their behavior to fit the needs of the organization.

3. Without this active intervention by management, people would be passive—even resistant—
to organization needs. They must therefore be persuaded, rewarded, punished, controlled—
their activities must be directed. This is management’s task.

Behind this conventional theory there are several additional beliefs—less explicit, but widespread:

The average person is by nature indolent—he works as little as possible.

He lacks ambition, dislikes responsibility, prefers to be led.

He is inherently self-centered, indifferent to organizational needs.

He is by nature resistant to change.

He is gullible, not very bright, the ready dupe of the charlatan and the demagogue.

RIARD R

However depressing, this view appears to fit the model Frederick Taylor (Chapter 2) had of the
worker: lazy, not very bright, but willing to produce more if the management elite defines exactly
how the job should be done and provides incentive pay as an inducement. McGregor, however,
suggests that such behavior is not necessarily inherent in human beings, and he concludes that the
carrot-and-stick approach of relying on wages for motivation “does not work at all once man has
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reached an adequate subsistence level and is motivated primarily by higher needs.” (See section
Content Theories.) He continues:

For these and many other reasons, we require a different theory of the task of managing
people based on more adequate assumptions about human nature and human motivation. I am
going to be so bold as to suggest the broad dimensions of such a theory. Call it Theory Y, if
you will.

1. Management is responsible for organizing the elements of productive enterprise—money,
materials, equipment, people—in the interest of economic ends [identical to (1) for
Theory X].

2. People are not by nature passive or resistant to organizational needs. They have become so as
a result of experience in organizations.

3. The motivation, the potential for development, the capacity for assuming responsibility, the
readiness to direct behavior toward organization goals are all present in people. Management
does not have to put them there. It is the responsibility of management to make it possible for
people to recognize and develop these human characteristics for themselves.

4. The essential task of management is to arrange organizational conditions and methods of
operation so that people can achieve their own goals best by directing their own efforts
toward organizational objectives.

McGregor summarized by saying that “Theory X places exclusive reliance upon external
control of human behavior, while Theory Y relies heavily on self-control and self-direction. It is
worth noting that this difference is the difference between treating people as children and treating
them as mature adults.” Peter Drucker later emphasized the necessity of abandoning Theory X,
especially in managing knowledge workers such as engineers and scientists:

What has happened is that the general social and economic environment has changed to make
Theory X tools obsolete inside most organizations. The traditional carrot and stick do not work.
In developed countries, they do not work for manual workers. And nowhere do they work for
knowledge workers. ...

The knowledge worker confronts a very different situation. He is the new majority.. .. This his-
toric shift in the nature of work makes Theory Y a necessity. The knowledge worker simply does
not produce under Theory X. Knowledge has to be self-directed; the knowledge worker has to
take responsibility. The point was nicely driven home in the cartoon of a young man slouched in
his soap company office blowing smoke rings at a big THINK sign. One older man passing the
door said to another, “But how can we be sure that Smith thinks soap?”” Only Smith, of course,
can know whether he thinks soap, or whether that is the best way to do his job.

Content versus Process Theories. Theories trying to explain how people are motivated are
commonly divided into two categories. Content theories are based on human needs and people’s
(often unconscious) efforts to satisfy them. Process theories, on the other hand, assume that behav-
ioral choices are made more rationally, based on the expected outcomes. We examine each category
in turn, with special emphasis on their application to the technical professional.
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Content Theories

Maslow’s Hierarchy of Needs. One of the earliest and most influential content theories is
the concept of Abraham H. Maslow that “human needs arrange themselves in hierarchies of pre-
potency. That is, the appearance of one need usually rests on the prior satisfaction of another.”
Maslow identified the following five needs, which are often portrayed in stair-step function as in
Figure 3-2:

Physiological Needs. At the lowest level of the hierarchy are physiological needs. People con-
centrate on these needs before continuing up the hierarchy to satisfy higher-order needs. In the
workplace these include basic wages or salary, and reasonable working conditions.

Security/Safety Needs. Next in the hierarchy, workers need job security, safe working condi-
tions, protection against threats, and a predictable work environment. Also included at this level are
the job benefits—medical, unemployment, and disability insurance—as well as retirement plans.

Affiliation Needs. After the lower levels of the hierarchy, physiological and security, have been
met, affiliation needs become a motivator for the worker. In the workplace these include compatible
coworkers and a pleasant supervisor. These needs may be met outside the workplace where there is
a need for interaction with others and being part of a group.

Esteem Needs. Esteem needs are met by self-respect or self-esteem, and the esteem of others.
Praise, recognition, and promotion within the company satisfy these needs. In some situations this
includes the location of a person’s office.

Higher Level

Self-Actualization
Realizing one’s full potential;
creativity, self-development

Esteem
Self-respect, prestige,
recognition

Affiliation
Acceptance by others, being part of a group

Lower Level

Security/Safety
Job security, predictable work environment

Physiological
Food, shelter, air, water

Figure 3-2 Maslow'’s hierarchy of needs.
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Self-Actualization Needs. The highest level is the desire to become everything one is capable
of becoming (to become actualized in what one is potentially). This need may be addressed through
creative or challenging work or special assignments. Leaving a company and going into business
for yourself is a form of this highest level.

Maslow believed that this was an approximate order of need satisfaction for most people,
although there were exceptions. The mad scientist working alone in the corner appears to value
self-esteem and self-fulfillment needs ahead of the need for love and affection. Porter et al. believe
that Maslow is at least right in distinguishing between lower-order (physiological and safety) needs
and the other three:

There is strong evidence to support the view that unless the existence needs are satisfied none
of the higher-order needs will come into play. There is also some evidence that unless security
needs are satisfied, people will not be concerned with higher-order need.... There is, how-
ever, little evidence to support the view that a hierarchy exists once one moves above the
security level.

Throughout most of human history the concern for survival (meeting the physiologi-
cal needs) has been paramount. Industrial workers in the developed nations today, however,
commonly find their physiological needs satisfied and most security needs met through fringe
benefits, except where layoff is a threat. The higher-order needs can be fulfilled either at work
or in society. Self-actualization, for example, can be achieved through hobbies, education and
personal growth, and charitable or religious activities in the community, as well as through
achievement at work. The approval of friends and respect of the community can substitute in
part for lack of recognition at work. The challenge to effective management is to find ways in
which the higher-order needs of the individual can be satisfied in the process of achieving the
objectives of the organization.

Motivation—Mary Kay

Mary Kay Inc. is one of the largest direct sellers of skin cosmetics in the world and was
selected as one of the 10 companies profiled in What’s Your Corporate IQ?: How the Smartest
Companies Learn, Transform, Lead, by Jim Underwood. Mary Kay Inc. values its independent
sales force and recognizes them with incentives, including its legendary car program. It offers
one of the most generous rewards and recognition programs in the direct selling industry.
Worldwide, the company spends more than $50 million annually on rewards and prize incen-
tives for the independent sales force. The use of cars is earned by beauty consultants and sales
directors through outstanding sales and team building. The pink Cadillac has symbolized the
ultimate success in Mary Kay since the first five were awarded as prizes for top performance
in 1969.

Source: www.marykay.com, 8/1/2012.
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Herzberg's Two-Factor Theory. Frederick Herzberg studied the factors affecting job attitudes
and found that they could be divided into two groups: those that provided motivation when they were
present, and those hygiene factors that led to job dissatisfaction when they did not meet expectations.

Hygiene Factors Motivator Factors
Salary Recognition
Working conditions Work itself
Company policies Responsibility
Relationship with boss Advancement
Relationship with peers Achievement

Herzberg’s hygiene factors correspond well to the lower three of Maslow’s needs (physio-
logical, safety/security, and love/relationship) and the motivators with the Maslow’s upper two
needs (esteem and self-fulfillment). Herzberg considered salary as primarily a hygiene factor, and
certainly it leads a person to be dissatisfied when salary is less than what he or she thinks is merited,
or when he or she is given a smaller raise than the employee at the next desk received. However,
salary is a way of keeping score, and a healthy raise can be clear recognition for one’s work, and
in that sense, motivating. Bonuses and profit sharing can be motivating as well. For example,
Worthington Industries has a profit-sharing program that can amount to half of an employee’s total
compensation. John H. McConnell, Worthington’s founder, chairman, and CEO, reports:

Our people care about quality. If customers don’t accept our shipments, part of the cost comes out
of each of our pockets. So, people take the time to do their job right the first time. Our rejection
rate is less than one percent, compared to an industry average of three to five percent.

Herzberg developed the methodology of job enrichment to increase the content of motiva-
tors in a job. Examples of job-enrichment actions include reducing the number and frequency of
controls, making the worker responsible for checking his or her own work, establishing a direct
relationship between the worker and the customer or user of that work (whether internal or exter-
nal), and in other ways, increasing authority and autonomy.

Job enrichment and the underlying two-factor theory have attracted many disciples who have
applied it in a wide variety of environments. There have been quite a few critics as well. Myers
believes that people may be categorized as either motivation seekers, who respond well to job
enrichment, or maintenance seekers, who “are motivated primarily by the nature of their environ-
ment and tend to avoid motivational opportunities...are chronically preoccupied and dissatisfied
with maintenance [hygiene] factors surrounding their job...[and] realize little satisfaction from
accomplishment and express cynicism toward the positive values of work and life in general.” In
an extended study at Texas Instruments, Myers found that engineers, manufacturing supervisors,
hourly male technicians, and especially scientists tended to be motivation seekers, whereas female
assemblers tended to be maintenance seekers.



Motivation 89

Drawing from analysis of job-enrichment efforts and attitude surveys involving primarily blue-
collar workers, Fein reported that essentially all job-enrichment efforts are initiated by management,
not by a desire of workers or their unions to make jobs more meaningful. He concluded as follows:

For the most part [blue-collar] workers are satisfied with the nature of their work. What they find
most discomforting is their pay, their job security, and many of the work rules with which they
must cope.

In the 1980s many American companies, especially in the automobile industry, tried to reduce
the number of categories of production workers by asking workers to learn several jobs so that
they could be used more flexibly, and labor cost could be reduced. In essence, this amounted to
job enrichment for the benefit of corporate profit and, ultimately, the survival of the plants against
foreign competition. American union workers fought this attempt bitterly.

McClelland’s Trio of Needs. David McClelland and others have proposed that there are three
major motives or needs in work situations:

1. Need for achievement is the drive or desire to excel—to accomplish something better than
has been done in the past. People with a high need for achievement tend to be entrepreneurs,
setting moderately difficult goals, taking moderate risks to achieve them, and taking per-
sonal responsibility for getting things done. Although McClelland estimates that only about
10 percent of the American population has a high need for achievement, he has shown that
the need for achievement can be increased through proper training.

McClelland also believed that the higher the need for achievement was in the total
society, the greater would be the prosperity of the country. Civilizations and nations
that expect a lot from their youth have high-achieving societies. The academic achieve-
ment demanded of most children in Japan—and of college-bound children in many other
countries—presents a serious challenge to American primary and secondary schools.

2. Need for power is the desire to control one’s environment, including resources and people.
Persons with a high need for power are more likely to be promoted to managerial positions
and are likely to be successful managers if they master self-control and use their power for
the good of the organization rather than solely for personal ends.

3. Need for affiliation is the need for human companionship and acceptance. People with a
strong need for affiliation want reassurance and approval, are concerned about other people,
and perform well as coordinators, integrators, and counselors, and in sales positions.

The need for affiliation might be compared with Maslow’s third level (love), the need for
power with his fourth level (ego or esteem), and the need for achievement with the fifth level (self-
actualization). However, McClelland’s point is that different people have different needs, not just
the same needs in a clear hierarchy of importance. For example, an engineer with a high need for
achievement may achieve success in technical assignments in the process of satisfying this need,
and he or she might be promoted into a management position as a result. If this need for achieve-
ment is combined with a low need for power, the engineer will often peak earlier in his or her career
and at a lower level, since the need for achievement can be satisfied by the work itself rather than
(as with the need for power) requiring continuing promotions. Again, engineering jobs that put a
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premium on coordination and cooperation, such as today’s team management organizations or the
matrix organizations common in project management (Chapter 15), certainly require a blend of
need for achievement and for affiliation.

Process Theories

Process theories treat human needs as just one part of the mechanism that people use in choosing
their behavior, and these theories place greater emphasis on the expectation of favorable conse-
quences or rewards. We consider four theories in this group: equity theory, expectancy theory, the
Porter—Lawler extension of the first two, and behavior modification.

Equity Theory. Developed by J. Stacey Adams, this theory is based on the simple belief that
people want to be treated fairly relative to the treatment of others. Adams describes this comparison
in terms of input/outcome ratios. Inputs are a person’s contribution to the organization in terms of
education, experience, ability, effort, and loyalty. Outcomes are the obvious rewards of pay and
promotion and the more subtle ones of recognition and social relationships. A person who feels
under rewarded compared with someone else may (1) put forth less effort, (2) press for a higher
salary (or a bigger office or a reserved parking place), (3) distort the perceived ratio by rationaliz-
ing, or (4) leave the situation (quit or transfer). Conversely, a person who feels over rewarded may
be motivated to contribute more.

For example, in the fall of 1988 the University of Missouri, pleading lack of resources, offered
faculty an average raise of two percent. This was met with only routine grumbling until it was
discovered that the top administrators of the university had been awarded raises averaging over
10 percent by the governing Board of Curators “to avoid losing them to other schools.” The result-
ing furor raised in faculty organizations was moderated only when the president of the university
donated his raise to the campus library fund and the university made increases in faculty salaries its
top financial priority.

Engineering faculty inevitably make another comparison—their financial rewards compared
with the pay and promotions of their peers in industry—and this is a major cause of the shortage of
American-born engineering faculty and doctoral students training to replace them. Humanities pro-
fessors, on the other hand, fail to understand why engineering faculty should earn more (according
to the industrial market argument) than they do.

Expectancy Theory. Formulated in 1964 by Victor Vroom, expectancy theory relates the effort
a person puts forth to the expectation of achieving some desired goal. As illustrated in Figure 3-3,
this involves a combination of two expectancies:

Effort-to-performance expectancy is a person’s perception of the probability that his or her
effort will lead to high performance, usually in meeting an organizationally desired goal. The ability
to achieve high performance (first-order outcomes in the model) is considered a function of individ-
ual ability and the environment (tools, resources, and opportunity), in addition to the effort applied.

Performance-to-outcome expectancy, also known as instrumentality, is the person’s perception
that attaining the performance just described will lead to intrinsic and extrinsic rewards (second-
order outcomes). Intrinsic rewards are intangibles such as a feeling of accomplishment or sense
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Environment

Effort Performance Outcomes
Ability Valence
of
Effort-to- Performance- outcomes
performance to-outcome
expectancy expectancy

Figure 3-3 Expectancy theory of motivations.

of achievement; extrinsic awards are tangible results such as pay or promotion. Both the effort-
to-performance and the performance-to-outcome expectancy may be rated on a scale from 0.0 (no
relationship) to 1.0 (certainty).

Valence measures the strength of a person’s desire for these outcomes (which may be positive
or negative) and is related to the individual needs we have already considered. According to this
theory, motivation can be calculated as the product of the values assigned to these three factors. For
example, a student’s motivation to study for a final examination may be a function of (1) the expec-
tation that study (effort) can lead to a good grade in the final, (2) the expectation that a good grade
in the final can influence the grade for the course, and (3) the value the student places on earning
high grades.

Although it is difficult to make use of this model quantitatively, it offers some qualitative
suggestions to the manager. Effort-to-performance expectancy may be increased by assuring that
the person understands the objectives that he or she is asked to achieve, and has the training, self-
confidence, and organizational support to achieve them. Performance-to-outcome expectancy can
be increased by trying to discover what the person values as an outcome, and trying to provide that
reward for good performance. Choate believes that U.S. industry is at risk because it does a poor job
in providing this motivation:

Dan Yankelovich, for example, reports that only 9 out of 100 American workers think that if
they work harder and smarter they’1l get any benefit out of it. By contrast, 93 out of 100 Japanese
workers think that if they make an extra effort, they’ll get extra benefits out of it. That’s an impor-
tant difference.

The Porter-Lawler Extension. Lyman W. Porter and Edward E. Lawler proposed an exten-
sion of the expectancy model involving employee satisfaction. It may be compared with Figure 3-2
as follows:

» Personal effort, abilities and traits, and role perceptions (the employee’s belief that certain
tasks need to be done to do his or her job effectively) determine performance.
» Performance, in turn, leads to intrinsic and extrinsic rewards, as in the expectancy model.
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* The perceived equity (fairness) of these rewards determines the satisfaction the employee
gains from the work.

* This satisfaction colors the value placed on the rewards anticipated for future cycles of work,
and therefore, it influences future effort.

Behavior Modification. This theory, also known as the reinforcement theory or operant
conditioning, has its foundations in the work of B. F. Skinner. Behavior is followed by an event
(reinforcement) that affects the probability that the behavior is repeated. Four major types of rein-
forcement are available to the manager:

1. Positive reinforcement increases the probability that desired behavior will be repeated by
providing a reward (praise, recognition, raise, promotion, or other). When a dolphin jumps
through a hoop it is given a fish as positive reinforcement; even with professional employ-
ees the principle is the same, but one hopes the implementation is more subtle.

2. Negative reinforcement, or avoidance, seeks to increase the probability that desired
behavior will be repeated by letting the employee escape from undesired consequences.

3. Punishment seeks to decrease the probability that undesired behavior will be repeated
by imposing penalties (undesired consequences) such as reprimands, discipline, or fines.
Because punishment often leads to resentment and even poorer performance, managers try
to use it as a last resort.

4. Extinction seeks to decrease the probability that undesired behavior will be repeated by
ignoring it and withholding positive reinforcement. For example, an employee’s stupid
remark at a meeting might be ignored, but the next common-sense suggestion made may be
answered with the comment, “Good thinking.” (The reverse is also true: Repeated failure to
recognize desired behavior can lead an employee to think that it is not important and to stop
doing it.)

MOTIVATING AND LEADING TECHNICAL PROFESSIONALS

Now that the general theories of human motivation and of leadership have been presented, they
will be applied to the technical professional. First, the nature of the professional is recalled; then,
what motivates scientists and engineers; and finally, the significance of these factors in the effective
leadership of technical professionals is considered.

General Nature of the Technical Professional

A number of authors (for example, Kerr et al. and Rosenbaum) have examined the special charac-
teristics of technical professionals (without distinguishing between scientists and engineers). They
are typically described as follows:

* Having a high need for achievement and deriving their motivation primarily from the work
itself. As such, they are most productive when they can achieve their professional goals in the
process of pursuing organizational goals.
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All Engineers Need Leadership Skills

Engineers need to be influential. At all levels of an organization, engineers should play a signifi-
cant role in driving innovations that will benefit customers and increase profits.

Engineers are trained to innovate, but unfortunately, many have not learned the skills nec-
essary to influence others and to develop ideas that increase profits. Engineers, then, need to
know how to articulate their thoughts so that others will be inspired to build on them. They need
to learn how to drive projects and ideas to create innovations that customers will value.

Following are seven reasons why technical professionals need leadership skills:

¢ Technical acumen alone is not influential. Technical gurus without leadership skills
have limited influence.

* Leadership is not just for managers. Leading and managing require different skill sets.
Some leadership experts might argue this point, but most agree that leadership has little to
do with "management."

* Engineers lead projects. Even engineers who aren’t "project leads" provide a certain
amount of direction, and they need to influence others to help get their work done.

* Engineers can guide less-experienced peers. Guidance is providing direction one of the
three basic definitions of leadership (the other two are influence and authority).

* Engineers need to help their managers’ business succeed. You may not be inspired to
help your manager be more successful as an individual, but you must be dedicated to help-
ing your business achieve success. If not, find another job.

* Engineers can influence decision makers in their organizations. Engineers understand
technology better than nontechnical managers, and they understand the details better than
most technical managers.

* Everyone should be interested in building character. Leadership is mostly character
and a little bit of skill. People listen to people who have integrity and who apply it well on
the job.

Adapted from: Gary Hinkle, IEEE USA Today’s Engineer, April 2007. http://www.today
sengineer.org/2007/Apr/leadership-skills.asp, September 2012.

e Desiring autonomy (independence) over the conditions, pace, and content of their work.
To achieve this, they need to participate in goal setting and decision making as it affects
their work.

e Tending to identify first with their profession and second with their company. As profes-
sionals, they look to their peers (whether inside or outside the organization) for recognition,
ethical standards, and collegial support and stimulation.

» Seeking to maintain their expertise, gained through long and arduous study, and stave off
obsolescence (see Chapter 17) through continuing education, reading the literature, profes-
sional society activity, and especially through work assignments that keep them working at
the state of the art.
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Differences among Technical Professionals

Scientists versus Engineers. Scientists and engineers often differ in significant ways. Allen
and others have identified some of these differences:

* Even as undergraduates, science students place higher value on independence and learning
for its own sake; engineers are more concerned with professional preparation, success, and
family life.

* The true scientist is commonly assumed to have a doctorate; the typical engineer generally
begins professional practice with a Bachelor of Science degree, and he or she typically earns
a master’s degree later.

* The scientist puts a high value on professional autonomy and publication of results; the engi-
neer is a team worker and places little value on publication.

* Although both groups desire career development and advancement, the scientist depends
heavily on reputation with peers outside the company; the engineer’s advancement is tied
more to activities within the company. The engineer, therefore, is motivated more by organi-
zational goals, more comfortable with applied assignments, and more likely to seek tangible
rewards within the organization.

* Science grows through evolutionary additions to the literature, to which the scientist wants to
be free to add. [T]he technologist’s principal legacy to posterity is encoded in physical, not
verbal, structure. Further, the engineer is more likely to be working with developments that
are considered proprietary information by the organization and thus has less opportunity to
publish results.

Field of Technical Employment. Raudsepp authored a 1960 survey in which 3,000 engineers,
classified by their occupational field, weighed the relative importance of factors in choosing a new
position (Table 3-5). All groups reported that interesting, diversified work was more important to
them than salary, but it was especially important to R&D engineers. Similarly, R&D engineers
placed a higher value on opportunity to learn, while engineers seeking management, sales, and pro-
duction positions put a higher value on opportunity for promotion.

Leading Technical Professionals

Dimensions of Technical Leadership. Rosenbaum believed that to facilitate achieve-
ment of individual and group goals, successful technical leaders should master “five strategic
dimensions”:

1. Coach for peak performance. “Listen, ask, facilitate, integrate, provide administrative sup-
port;” act as a sounding board and supportive critic; help the professional manage change.

2. Run organizational interference. Obtain resources, act as advocate for the professional and
his or her ideas, and minimize the demands of the bureaucracy (time and paperwork) on the
professional.

3. Orchestrate professional development. Facilitate career development through challenging
assignments; foster a business perspective in professionals; find sources where new areas
of knowledge are required.
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4.

5.

Expand individual productivity through teamwork. Make sure teams are well oriented
regarding goals and roles, and that they get the resources and support they need.

Facilitate self-management. Assure that technical professionals are empowered to make
their own decisions by encouraging free two-way information flow, delegating enough
authority, and providing material and psychological support.

Leading as Orchestration. McCall has evaluated a number of studies of the relationship
between a formal leader and a follower group of professionals, mostly in R&D settings. He
concludes that in such groups “effective supervisory leadership is more orchestration than direct
application of authority. It seems a matter of creating and/or maintaining (or at least not destroy-
ing) conditions that foster scientific productivity.” While the supervisor is not the only factor
determining group effectiveness, McCall identifies four general areas where the leader can make
a difference:

1.

3.

Technical competence. “The supervisor’s technical competence is related both to scien-
tific productivity and the scientists’ willingness to comply with management directives....
Leaders of productive groups serve many roles that depend on technical expertise, includ-
ing the following: recognizing good ideas emerging inside and outside the group; defining
the significant problems; influencing work goals on the basis of expertise; and providing
technical stimulation.”

Controlled freedom. “In general, leaders of productive groups create controlled freedom, a
condition in which decision making is shared but not given away, and autonomy is partially
preserved.”

Leader as metronome. McCall views this image as “perhaps the best statement of the sub-
tlety of leadership in professional groups,” and quotes Sayles and Chandler as describing
the job of project manager as one that “widens or narrows limits, adds or subtracts weights
where tradeoffs are to be made, speeds up or slows down actions, increases emphasis on
some activities and decreases emphasis on others.”

Work challenge. Since challenging work is one of the most important things to a profes-
sional, the technical manager is measured by the extent to which he or she can provide
challenging assignments. The professional’s view of what is challenging must be reconciled
with the needs of the organization, and the challenge to the supervisor is not just making
wise assignments, but structuring them as much as possible to provide the desired challenge
and then persuading the individual of their importance.

Breakpoint Leadership. McCall confined himself in the preceding statements largely to direct
supervision of a group of technical professionals, especially in R&D. Then he added:

At some point on the way up the managerial ladder, a different kind of leadership demand occurs.
When influencing other parts of the organization is as important, or more important, than influ-
encing a subordinate group, leadership is a breakpoint. Effectiveness is no longer measured
simply as group productivity, but involves such things as impact on organizational direction,
influence across organizational and even hierarchical boundaries, and securing and protecting
organizational (and external) resources and support....For many professionals the first break-
point leadership role is that of project manager.



Table 3-6 Familiarity and Use of Motivational Theories by Engineering Managers?

Medium First
High Tech  Tech  TopLevel Mid Level Level Total Ranking
n=229 n=179 n=295 n=162 n=151 n=408 n=17

Theory F 8] F U F U F 8] F U F U F U
Herzberg 50 28 39 16 58 31 45 21 37 21 45 23 6 4
Maslow 69 40 59 34 76 49 67 40 55 26 64 37 4 2
McGregor 60 26 51 18 64 28 59 22 48 19 56 23 5 4
Managerial Grid 4 17 40 12 52 20 38 14 40 13 42 15 7 7
Likert System IV® 9 1 11 1 8 1 10 1 11 2 100 1 * *

In Search of Excellence® 66 20 64 15 87 41 63 18 54 15 65 22 3 6

McClelland 21 7 15 3 16 6 19 3 19 7 18 5 * %
Porter and Lawler 31 15 26 9 32 15 28 14 28 10 29 13 11* 8
Likert linking pin 17 7 13 4 13 5 15 4 18 7 16 6 * [11*
Vroom® 10 0 8 2 9 0 9 1 10 1 10 1 koK
Argyris’ 16 4 11 2 14 3 10 2 17 4 13 3 * F
MBO# 87 60 8 50 9% 68 8 59 77 43 8 55 1 1
Quality circles” 8 38 78 34 8 46 83 40 81 26 8 36 2 3
Hersey and Blanchard 19 9 17 5 19 5 17 7 19 9 18 7 * 10
Tannenbaum and Schmidt 36 12 27 8 35 16 33 8 28 9 32 10 8 9
Ouchi' 31 5 30 8 45 15 27 4 25 3 30 6 10* II*
Drucker* 33 6 28 5 41 11 28 4 27 4 31 6 9% 11%*

“F, familiar with theory; U, use theory.

i Theories not discussed in the chapter are (b) Likert’s four systems varied from System I (very autocratic) to System IV
(very participative); (c) In Search of Excellence by Peters and Waterman was introduced in Chapter 2; (d) Likert’s linking
pin concept involves forming teams, starting at the top, for good decision making and communication; (e) Expectancy
theory; (f) Argyris’s study of personality development concluded that classical management concepts such as chain of com-
mand and span of control tended to encourage childlike, dependent behavior; (g) management by objectives, introduced in
Chapter 4; (h) quality circles are introduced in Chapter 12; (i) Ouchi’s Theory Z applied Japanese management systems to
American companies.

*“Drucker’s survival principles—modern businessperson’s attitude” was the last “motivational principle” in the survey.
Although Peter Drucker is perhaps the most widely read contemporary management theorist and author, his survival
principles are not related to motivation. The number checking this concept may relate to the approximate error level in the
survey, and lower scores on the other theories are not considered significant.

Source: Dawn R. Utley and Jerry D. Westbrook, “A Survey of Management Concepts in Technical Organizations,”
Proceedings of the Ninth Annual Conference, American Society for Engineering Management, Knoxville, TN, October 2—4,
1988, ASEM, 1988, pp. 345-351.
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Use of Motivational Theories by Engineers

Utley and Westbrook conducted a survey of 408 engineering managers in Tennessee to determine
which motivational theories they were familiar with, and which theories they were actually using.
Although the survey is not recent and more management theories have been introduced in the last
few years, this study remains relevant. As Table 3-6 shows, they were most familiar with three
related concepts not discussed in this chapter: management by objectives (MBO, discussed in
Chapter 4), quality (discussed in Chapter 12), and the findings of Peters and Waterman (In Search
of Excellence, introduced toward the end of Chapter 2). Of the theories discussed in this chap-
ter, they were most familiar (in descending order) with Maslow’s hierarchy, McGregor’s Theory X
and Theory Y, Herzberg’s two-factor theory, the Managerial Grid (now the Leadership Grid ), and
the Tannenbaum and Schmidt leadership continuum; they thought they were making use of them
in about the same order. Engineering managers in government agencies favored use of MBO and
quality more than did managers in government contractor organizations and private industry; other
management concepts were used with about the same frequency in the three types of organizations.
Top-level managers were more familiar with these motivational concepts than were lower-level
managers. Managers at all levels in high-technology companies were more likely to use motiva-
tional concepts than were managers in lower-technology companies.

DISCUSSION QUESTIONS

3-1. From among the leadership traits suggested in the text and other sources, plus your own
ideas, identify and defend your view of the most important half dozen traits needed by the
engineering manager.

3-2. Describe a manager you have known and characterize his or her leadership style.

3-3. From your analysis of the findings of Harris (Table 3-1), why do you think engineers look for
different qualities in their managers as they (the engineers) grow in experience?

3-4. Provide an example of the application of Hersey and Blanchard’s life-cycle theory to
engineering practice.

3-5. Tannenbaum and Schmidt assume that a manager can choose among alternative leadership
styles rather than being confined to a single ‘‘inborn’’ style. Do you agree? Discuss.

3-6. Would you regard engineers in an ‘‘applied’’ field such as production management as being
any more or less ‘‘professional’’ than a research scientist? Explain your viewpoint.

3-7. Raudsepp reported (Table 3-5) on the parameters that motivated engineers in different fields
to accept a position. How, in your view, might their motivations to perform effectively once
they were in that position differ?

3-8. McCall’s observations on leading small, professional groups were based largely on studies of
research scientists. Would you expect any difference in leading a group of design engineers?
Of production staff specialists such as industrial engineers?

3-9. Which of the 16 concepts of Utley and Westbrook (Table 3-6, ignoring Drucker) were you
familiar with before reading this book? Which do you now feel would be useful to you as an
engineering manager? Discuss why.
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3-10. Would you expect the factors motivating an engineer to change as he or she proceeds through
a career? In what ways? How can the engineering manager make use of these changes?

3-11. Suggest your own definitions for (a) motivation and (b) leadership.

3-12. For what kind of worker, in what type of environment, does McGregor’s Theory X make
some sense?

3-13. If you were structuring Maslow’s need hierarchy specifically for (a) scientists and (b)
engineers, would you do it any differently?

3-14. Herzberg specifically classed salary as a hygiene factor, not a motivator. How would you
classify it? Discuss.

3-15. Job enrichment seeks to make work more meaningful and give employees more control over
their work. Discuss the negative responses of the blue-collar production workers toward this
initiative. Why do you think workers have this attitude?

3-16. According to Raudsepp’s 1960 survey, interesting and diversified work was more impor-
tant to R&D engineers as compared to other engineers. Why do you think this was the
case?

3-17. Discuss how engineers can play a significant role in driving innovations that will benefit
customers and increase profits for the firm.

3-18. From your observations provide some examples of motivational theories that are being used
by engineers in different firms.

3-19. In addition to the supervisor, what according to you are the other factors that govern group
effectiveness?
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Planning and Forecasting

PREVIEW

Planning is the next management function. Planning plays an important role in any business
venture—large or small. It can make the difference between the success or failure of an orga-
nization. Strategic planning has become more important to the engineering manager because
technology, competition, and ongoing changes have made the business environment less stable and
less predictable.

There are as many strategic planning models as there are strategic planning experts. There are
many models that have a different number of steps, but the overall purpose remains the same: set
goals, conduct the work, study the effect of the work, and then realign goals to improve the imple-
mentation of the plan. Companies, organizations, educational institutions, nonprofits, committees,
and individuals use a broad range of information, formats, and styles in their strategic planning
models.

Management Functions

—| Leading |

I Planning |

|—‘ Decision Making
—| Organizing |
.

Controlling |

This chapter begins with the development of a model of the planning/decision-making pro-
cess. Then the importance of defining an organization’s mission, goals, objectives, and strategies
is considered. Next, management by objectives and several planning concepts are introduced. An
important part of planning is forecasting. Quantitative and qualitative methods are discussed. The
end of the chapter considers strategies for managing technology.
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LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

» Explain the importance of planning.

¢ Identify missions.

» Explain the roles of goals and objectives.

¢ Identify strategies.

» Define the different types of forecasting.

* Describe the Delphi method.

» Define different approaches to forecasts.

* Discuss several strategies for managing technology.

NATURE OF PLANNING

Importance of Planning

The importance of planning in warfare was emphasized by Hsun Tzu (298-238 B.C.) in The Art of
War (the world’s oldest military treatise):

The general who wins a battle makes many calculations in his temple ere the battle is fought. The
general who loses a battle makes few calculations before hand. It is by attention to this point that
I can see who is likely to win or lose.

Planning provides a method of identifying objectives and designing a sequence of programs
and activities to achieve these objectives. Amos and Sarchet define planning simply as deciding in
advance what to do, how to do it, when to do it, and who is to do it; from this definition, planning
must obviously precede doing.

The Planning/Decision-Making Process

There is a basic, logical method for solving problems that may be called, depending on the applica-
tion, the planning process, the decision-making process, or the scientific method. Although there
seem to be as many diagrams of this process as there are authors, a typical representation of this
process follows the general logic of Figure 4-1.

A problem cannot be solved until it is recognized. When the “roof falls in” or the workers go
on strike, the existence of a problem will be obvious. On the other hand, chronic (perennial) prob-
lems or opportunities often go unrecognized. American automobile manufacturers, for example,
did not realize that they had a quality problem until the Japanese recognized better quality as an
opportunity; the United States lost billions of dollars in markets as a result.
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Figure 4-1 The planning/decision-making process.

Once a problem is recognized, the nature of the desired solution must be defined carefully
in terms consistent with the overall objectives and strategy of the organization. Assumptions
about the environment (premises) need to be stated, and the solution found will be valid only if
these assumptions prove true. Finally, the constraints or limitations bounding the solution must
be defined.

Information bearing on alternative solutions is then gathered, and alternative solutions are
formulated. This is the most creative step in problem solving, since alternatives that are not con-
sidered are lost. Simply stating an alternative is not enough—each concept must be fleshed out
in enough detail that its benefits and disadvantages can be effectively evaluated. At the same
time, some ‘“‘value model” or measure of merit—quantitative or qualitative—needs to be defined,
against which alternatives can be evaluated. The solution that best satisfies this value model is
then recommended.

Seldom is the decision process as linear as the preceding paragraph suggests. Identification of
alternatives often leads to a search for more information. Evaluation often leads to modification or
combination of alternatives to find a new one that combines the advantages of several. After the
solution is put into effect (implemented), it is important to check back later to determine if the prob-
lem as stated was really resolved by the solution. Often, there will be unexpected secondary effects
that, once realized, need to be defined as a new problem, and the process begins anew. Problem
solving/decision making is, therefore, more often an iterative process, involving feedback at several
steps before the best resolution is found.



106 Chapter 4 Planning and Forecasting

THE FOUNDATION FOR PLANNING

Strategic Planning

A successful enterprise needs to develop effective strategies for achieving its mission, and strategic
planning is the organized process for selecting these strategies. Customer focus impacts and should
integrate an organization’s strategic plan, its value creation process, and business results. One
approach that corporations use in strategic planning is identifying the businesses they are in and the
ones they want to be in, and defining a strategy for getting from the first set to the second.

A clear vision of the basic purpose or mission for which it exists is essential to the long-term
success of any enterprise. Drucker cites the old German tradition of the Unternehmer (entrepreneur
or, literally, “undertaker””), who alone or with a few top managers was all that was needed to under-
stand the underlying purpose of a firm in earlier, simpler times. In today’s complex and dynamic
economy, however, the basic mission of the organization must be communicated clearly and repeat-
edly to the many managers and professionals whose actions determine whether these purposes are
indeed achieved.

Drucker provides an example of a vision of central purpose in Theodore N. Vail’s statement
(made around 1910) of the American Telephone and Telegraph Company that “our business is
service.” Drucker believes that without this vision of the social responsibility of a natural monop-
oly, the “Bell System” would have inevitably been nationalized in the 1930s, as was the case in
other countries. Only in the late 1960s, when technology provided alternatives to Bell’s monopoly,
was it time to pursue a revised purpose.

Strategic planning suggests ways (strategies) to identify and to move toward desired future
states. It determines where an organization is going over the next year or more, how it is going to
get there, and how it will know if it got there or not. It consists of the process of developing and
implementing plans to reach goals and objectives. In short, strategic planning is a disciplined effort
to produce fundamental decisions and actions that shape and guide what an organization is, what it
does, and why it does it, with a focus on the future, both internally and externally. The identification
of the organization’s vision and mission is the first step of any strategic planning process, as shown
in Figure 4-2. A vision statement describes in graphic terms where the goal setters want to posi-
tion themselves in the future. A mission statement resembles a vision statement, but has a more
immediate business focus with a time horizon. The mission statement sets forth what the company
is attempting to do, and is usually what the public sees. The role of an organization’s mission and
vision is to align work toward meeting customer expectations. Not all companies have both a mis-
sion and vision.

Mission—Microsoft

At Microsoft, we work to help people and businesses throughout the world realize their full
potential. This is our mission. Everything we do reflects this mission and the values that make
it possible.

Source: http://www.microsoft.com, 9/07/12.
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Figure 4-2 Strategic planning.

It is difficult to develop future strategies for the business without knowing the current status
and their success at this point. At this time, an analysis of the status needs to be made. One tool
that is often used is the SWOT (Strengths, Weaknesses, Opportunities, and Threats) analysis. This
analysis should address all factors that are key to the organization’s future success. Strengths and
weaknesses are basically internal to an organization and may include the following:

e Management
* Marketing

¢ Technology
* Research

* Finances

e Systems

The external opportunities and threats may be in some of the following areas:

* Customers

¢ Competition

¢ New technologies

¢ Government policies

Once the SWOT review is complete, the future strategy may be readily apparent, or as is more
likely the case, a series of strategies or combinations of tactics will suggest themselves. Use the
SWOTs to help identify possible strategies as follows:

Build on Strengths
Resolve Weaknesses
Exploit Opportunities
Avoid Threats
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The resulting strategies can then be modeled to form the basis of a realistic strategic plan. The
SWOTs identified will assist in the planning, as well as in determining, the gap analysis. A gap
analysis is a technique used to analyze/assess where you currently are with respect to where you
would like to be in the future.

SWOT Analysis

Mission

Internal External

Strengths \ Opportunities
Analysis

S
Internal / \

Weaknesses

External Threats

(

Strategy

The basic vision, purpose, or mission of an organization must next be interpreted in terms of
goals and objectives. Goals give purpose and direction to accomplish the mission of an organiza-
tion. The goal statement answers the following questions: What do we do; why do we do it; and for
whom do we do it? It is used as a continual point of reference regarding the scope or purpose. The
objectives further clarify the goal and answer the question, How do we go about it? There may be
several goals, and each goal may have several objectives. Strategies are statements about the way
objectives are to be achieved. They are relevant only to the extent that they help meet the objectives.
Different organizations may interchange the words vision and mission, and goals and objectives.
The importance is not in the words, but in the meaning.

Mission—Pal’s

To delight customer in a way that creates loyalty.

% Pa)'s =
Pa)s =

IN

Source: http://www.pals.com, September 2012. Pal’s is a fast food, drive-through restaurant in
East Tennessee and winner of the Baldrige Quality Award.
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Mission—Southwest Airlines

The mission of Southwest Airlines is dedication to the highest quality of Customer Service
delivered with a sense of warmth, friendliness, individual pride, and Company Spirit.

SOUTHWEST

At Southwest Airlines, our Mission Statement has always governed the way we conduct
our business. It highlights our desire to serve our Customers and gives us direction when we
have to make service-related decisions. It is another way of saying, “We always try to do the
right thing!” Our Mission Statement has also led the way to the airline industry’s best cumula-
tive consumer satisfaction record, according to statistics accumulated and published by the U.S.

Department of Transportation. That is why we are sharing it with you.

Source: http://www.southwest.com, 7/7/2012.

The Planning Process

Seek Commitment

Specify | J| Generate | | Evaluate | || Monitor

Objectives Strategies Strategies Results
I 1 1 7
1 1 1
booooooos doocooooooo Hoocooooooo 4

(Source: J. Scott Armstrong, Strategic Planning and Forecasting Fundamentals. http://repository.upenn.
edu, September 2012).
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One must distinguish between two types of goals that often coexist: the official goals that man-
agement says it is pursuing in its public statements, and the operative goals that it actually is pursu-
ing. Managers of rural electric cooperatives in the United States, when asked by this author for their
underlying goals, often replied, to provide the best possible service at the lowest possible cost. This
is hardly an operative goal, since best service implies a high level of staffing of maintenance and
repair crews, and “lowest cost” implies a lesser level. Only by examining the level actually being
maintained could one deduce the operative goal.

Peter Drucker believes that objectives need to be established in all areas on which the organiza-
tion’s survival depends. He distinguishes eight such key result areas:

1. Market share. Market share is the ratio of dollar sales of an enterprise in a particular market
to the total sales of all competitive products and services in that market. Firms with a small
market share usually are less profitable because they have fewer sales over which to spread
the fixed costs of operation, and managers often decline to enter or remain in a specific
market unless they can either achieve a satisfactory market share or can define a smaller
“market segment” in which they can be a leader.

2. Innovation. Most successful companies, especially in the areas of technology where most
engineers will work, are continually searching for new products and services. 3M, for
example, requires of its 40-odd divisions that at least 25 percent of sales be of products
introduced in the last five years. Nonetheless, some successful companies deliberately
choose to be followers and to provide low-cost, high-volume products without the high
expense of being first.

3. Productivity and quality. Productivity measures an organization’s ability to produce more
goods and services per unit of input (labor, materials, and investment). In recent years,
quality has been added as a related and essential area for setting objectives. The two are
not inconsistent, since higher quality usually leads to lower scrap and rework losses, fewer
returns, and greater customer satisfaction, increasing productivity and profitability.

4. Physical and financial resources. An enterprise needs to establish goals for the resources
(plant, equipment, inventory, and capital) it needs to perform effectively.

5. Manager performance and development. Since good management is the key to enterprise
success, effective firms plan carefully to assure that managers will be available in the years
ahead in the quality and quantity needed for the organization to prosper. Supporting goals
are then developed in areas such as recruitment, training, and evaluation.

6. Worker performance and attitude. Peters and Waterman found that respect for the individual
employee was a common thread running through America’s most successful businesses.
Personnel are crew members at McDonald’s, “hosts” at Disneyland, “ambassadors” at Six
Flags, and associates at J.C. Penney stores. An unfortunate outcome of Frederick Taylor’s
scientific management revolution was, as we saw in Chapter 2, the division of work into
deciding how to do it (by management) and doing as you are told (by the workers). Today’s
more educated workforce has much to offer the company that knows how to motivate and
challenge them effectively.

7. Profitability. The profitability of an enterprise is essential to its continuation, and the
desired level should be set explicitly as an objective against which to measure enterprise
success.
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8. Social responsibility. Every enterprise has responsibilities as a corporate citizen that extend
beyond the legal and economic requirements. These include responsibilities to customers,
employees, suppliers, community, and society as a whole. The organization that does
not at least take responsibility for its effect on the environment deserves to be penalized
by society.

Management by Objectives

In the same 1954 work, Drucker formulated the concept of management by objectives (MBO).
Since then, MBO has been widely adopted to translate broad organizational goals and objectives
like those discussed previously into specific individual objectives. MBO can (and usually should)
be employed between superior and subordinate at every level. The steps in MBO are generally
as follows.

First, both superior and subordinate should have an understanding of the goals and objectives
of the overall organization and those of the superior’s group.

The superior and subordinate then meet to establish objectives for the subordinate’s atten-
tion over the next six months or year that are consistent with group objectives. These objectives
should require some effort to attain, yet not be beyond reach. They should be quantifiable if feasible
(e.g., reduce scrap by 20 percent); if not feasible, they should be verifiable (e.g., write a new qual-
ity assurance plan) so that it is possible to determine at the end of the period whether or not the
objective has been achieved. The relative amount of input from the superior and the subordinate
in negotiating these objectives may vary, but the result should be mutual agreement. In agreeing to
an objective proposed by the superior, the subordinate may identify specific resources or authority
that need to be supplied by the superior to make it possible, and this is to the advantage of both.
Objectives should not be confined to tasks for the sole benefit of the superior, but should also
include developmental objectives designed to strengthen the subordinate’s capabilities.

The subordinate then proceeds, over the ensuing period (typically, six months or a year), to
carry out his or her job with an emphasis on achieving these objectives. Naturally, if problems occur
or priorities change, the superior and subordinate can meet at any time and may modify the objec-
tives, but they should not be changed without such agreement.

At the end of the period, the superior and subordinate meet again to evaluate the subordinate’s
success in meeting assigned goals. This should be a constructive process, not an excuse for plac-
ing blame. This review session should end by mutually establishing a new set of objectives for the
following period, of which some may be extensions of earlier objectives and some may be new
objectives, and some earlier objectives may be deemphasized.

Advantages claimed for MBO include greater commitment and satisfaction on the part of
subordinates, enforced planning and prioritizing of future activities on the part of both superiors
and subordinates, and a more rational method of performance evaluation based on contribution to
organizational objectives.

Disadvantages include the time and paperwork involved, misuse when superiors simply assign
(rather than negotiate) objectives, and the gamesmanship of subordinates who try to negotiate easy
goals. There is also a tendency for subordinates to focus on the relatively few, verifiable, MBO
objectives negotiated to the detriment of the many other objectives, both qualitative and quantita-
tive, that a professional must also keep in balance.



112 Chapter 4 Planning and Forecasting

While annual salary reviews should not be scheduled at the same time as the periodic MBO
evaluation, there needs to be some relationship between the ability to meet objectives and the reward
system to make MBO effective. Finally, MBO will not be a success unless it has the initiating and
continuing support of higher management.

SOME PLANNING CONCEPTS

Responsibility for Planning

Planning is a continuing responsibility of every manager. The higher managers rise, the more time
they must spend in planning, and the further into the future they must try to foresee. Most large
organizations have staff offices for planning. The planning staff can coordinate the overall plan-
ning effort, gather and analyze information on the economy, markets, and competition, and perform
other assigned tasks. The ultimate responsibility for planning, however, must rest with top and
middle management. Line management must establish the objectives for the enterprise, devise the
overall strategy, provide planning guidelines, and periodically review and redirect the planning
effort. To have purpose, plans must lead to action, and managers are unlikely to carry out with any
enthusiasm plans they have not bought into by being part of the planning process.

Planning Premises

An essential for effective planning is establishment of the premises, or assumptions, on which plan-
ning is to be based. Weihrich and Koontz define planning premises as “the anticipated environment
in which plans are expected to operate. They include assumptions or forecasts of the future and
known conditions that will affect the operation of plans.” Examples of planning premises include
assumptions about future economic conditions, government decisions (regulation, tax law, and
trade policy, for example), the nature of competition, and future markets.

In managing technology, it is essential to establish planning premises about the future of tech-
nology and competition. Betz cites Monsanto as an example. In the early 1980s it became clear
to Monsanto executives that the basic chemicals they depended on were produced with mature,
well-known technologies that could be replicated anywhere, and that countries with cheap sources
of raw materials (principally, petroleum) would have a relative advantage. Monsanto, therefore,
divested itself of these traditional products and made major investments in biochemical research
and in acquisition of electronic companies.

Where there are uncertainties about critical premises, prudent managers develop contingency
plans that can be implemented if indicators show a change in the environmental conditions from
those on which mainstream planning is based. Modest changes in current plans may be needed to
add flexibility so that a switch to a contingency plan can be made quickly if needed.

Planning Horizon

The planning horizon asks how far into the future one should plan. This varies greatly, depend-
ing on the nature of the business and the plan. The vendor of pins and pennants outside a baseball
stadium need not plan beyond the current season. In contrast, after Julius Rosenwald bought out
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Sears in 1895, he built a continuing business of mail-order service to American farmers that included
the Chicago mail-order plant described previously. His planning period needed to look far enough
ahead to encompass a return on this long-term investment. Weihrich and Koontz summarize this
difference in the “commitment principle: Logical planning encompasses a future period of time nec-
essary to fulfill, through a series of actions, the commitments involved in decisions made today.”
High-technology products may have short effective lives, therefore, short planning horizons.

The decision of a utility company to build a nuclear power plant, on the other hand, must con-
sider at least 10 years’ time to obtain necessary approvals and build the plant, and several decades’
operation to recover the investment. Many utilities companies that made such decisions based on
1970 projections of energy-use growth had no way to foresee the energy conservation following the
OPEC oil crisis of 1973 or the increasing public attack on nuclear reactors, and they had to cancel
partially built reactors at costs of billions of dollars. The planning horizon can vary from days to
years depending on the level of the manager.

Systems of Plans

Usually, not just one plan is involved, but a system of them. In 1916 Henri Fayol divided his Plan of
Action in a Large Mining and Metallurgical Firm into yearly forecasts and “ten-yearly forecasts,”
the latter redone every five years. Current practice is not much different, involving strategic plans
of from 3 to 15 years futurity and operating plans, usually one year in duration (but sometimes as
much as three years in duration). Complex programs will require not just a single plan, but a system
of plans, each describing a related activity. For example, a complex project might require most or
all of the plans listed in Table 4-1.

Policies and Procedures

Policies are guides for decision making that permit implementation of upper-management objec-
tives, with room for interpretation and discretion by subordinates. Rules, in contrast, do not permit
discretion. Policies have a hierarchy of levels, just as plans do. For example, the president of an
engineering firm might establish a policy that approval of small design changes should be delegated
to an appropriate level to reduce the number of matters demanding higher-management atten-
tion. The chief engineer of a project might then implement this by establishing a supporting policy

Table 4-1 A System of Plans for a Complex Project

Project statement of work Production plan

Work breakdown structure Tooling plan

Project schedule Make-or-buy plan
Project budget Quality assurance plan
Specifications Facilities plan
Management plan Training plan
Configuration management plan Logistics support plan
Security plan Reliability plan

System test plan Transportation plan
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that engineering design supervisors could approve design changes costing up to $5,000 involving
technical specialties in their area of responsibility (which, in turn, involves judgment on the part of
the supervisors). To be effective, policies should be clear, flexible, and communicated throughout
the organization; involve participation in their development; and be reviewed regularly.

A procedure, on the other hand, is a prescribed sequence of activities to accomplish a desired
purpose. Procedures tell you if you want to do this, do it this way. For example, while the decision
to approve (release) a design drawing requires technical judgment, the established procedure for
doing so must be followed to assure that appropriate individuals have had a chance to approve the
drawing and that its official existence is communicated to those who need to be informed of it.
Standard operating procedures (SOPs) are examples of procedures used at the operating (work-
ing) level.

FORECASTING

An essential preliminary to effective planning is foreseeing, or forecasting—what the future will
be like. Planning provides the strategies, given certain forecasts, and forecasting estimates the
results, given the plan. Planning is what the organization ought to do, and forecasting relates to what
happens if the firm tries to implement given strategies in a possible environment. There must be
alternatives to the plan based on the forecasts. For example, if one of your strategies is to encourage
people to travel by car more to your destination, and the price of gasoline is at an all-time high, then
there should be an alternative strategy.

The engineer manager must be concerned with both future markets and future technology, and
must therefore understand both sales and technological forecasting. The most important premise
or assumption in planning and decision making is the level of future sales (or, for nonprofit activi-
ties, of future operations). Almost everything for which we plan is based on this assumption—the
production level (which determines how many people we must hire and train, or if production
declines, lay off); the need for new facilities and equipment; the size of the sales force and advertis-
ing budget; new funding for purchases; and for investment in inventory and accounts receivable.

Qualitative Methods

Jury of Executive Opinion. This is the simplest method, in that the executives of the organi-
zation (typically, the vice presidents of the various divisions) each provide an estimate (educated
guess) of future volume, and the president provides a considered average of these estimates. This
method is inexpensive and quick and may be entirely acceptable if the future conforms to the
assumptions the executives have used in estimating.

Delphi Method. Another use of expert opinion is the Delphi method, which begins with the
present state of technology and extrapolates into the future, assuming some expected rate of tech-
nical progress. A common forecasting method is the use of a panel of experts in the technical
field involved. Panels are sometimes consulted using the Delphi method (named after the Oracle
at Delphi in ancient Greek mythology). Each expert is asked independently when some future
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technical breakthrough (such as the launching of a space shuttle or the feasibility of a new product,
for example) will occur, if ever. Averages of the estimates are then reported back to panel members,
who are then given a chance to modify their estimate or explain why they hold their belief. A final
value is adopted after several such iterations. One of the advantages of this technique is that it elimi-
nates the effects of interaction among experts.

Sales Force Composite. In this commonly used method, members of the sales force estimate
sales in their own territory. Regional sales managers adjust these estimates for their opinion of
the optimism or pessimism of individual salespeople, and the general sales manager massages the
figures to account for new products or factors, of which individual sales people are unaware. Since
the field sales force is closest to the customer, this method has much to recommend it. However, if
there is any suggestion that the estimate a salesperson provides will become a minimum goal they
must achieve, the sales force may find it in their own best interest to play games with the figures.

Users’ Expectation. When a company sells most of its product to a few customers, the simplest
method for forecasting budgets is to ask the customers to project their needs for the future period.
The customers depend for their own success on reliable sources of supply, and so communication
is in the best interest of both parties. This might be done by market testing or market surveys. For
consumer goods, though, not only is such information expensive to obtain, but consumers often do
not know what they will purchase in the future.

Choice of Method. Companies with effective planning will combine a variety of methods to
arrive at the best sales forecast. Qualitative estimates from the sales force and customer surveys
may be compared against quantitative estimates obtained from moving average or regression mod-
els (discussed in the following sections). Finally, the chief executive, with the assistance of other
top officers, will establish a sales forecast to be used in future planning.

Quantitative Methods

Simple Moving Average. Where the values of a parameter show no clear trend with time, a
forecast F;,, for the next period can be taken as the simple average of some number 7 of the most
recent actual values A;:

1 n
Fy =~ XA 4-1)
ni=1

Example

If sales for years 2012, 2011, 2010, 2009 (n = 4) were 1,600; 1,200; 1,300; and 1,100 respec-
tively, sales for 2013 would be forecast as

1,600 + 1,200 + 1,300 + 1,100

Foi3 = = 1,300
2013 4
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Weighted Moving Average. The preceding method has the disadvantage that an earlier value
(2008, for example) has no influence at all, but a value # years in the past (2009) is weighted as
heavily as the most recent value (2012). We can improve on our model by assigning a set of weights
w;, that total unity (1.0) to the previous n values:

Fov = EWtA;, Wherezw, =1.0 4-2)
t=1 t=1

Example
Using weights of 0.4, 0.3, 0.2, and 0.1 for the most recent (n = 4) past years in our preceding
example yields

= 0.4 (1,600) + 0.3 (1,200) + 0.2 (1,300) + 0.1 (1,100)

= 1,370

Exponential Smoothing. The weighted moving average techniques have the disadvantage
that you (or your computer) must record and remember n previous values and n weights for each
parameter being forecast, which can be burdensome if # is large. The simple exponential smoothing
method continuously reduces the weight of a value as it becomes older, yet minimizes the data that
must be retained in memory. In this technique, the forecast value for the next period F,,; ; is taken as
the sum of (1) the forecasted value F,, for the current period, plus (2) some fraction « of the differ-
ence between the actual (A, ) and forecasted ( F;,) values for the current period:

Foo1r=F, ta(A, — F,) =ad, + (1 —a) F, 4-3)

Expanding the right-hand equation by using similar expressions for F,, F,,_;, and so on, gives
the following:

Fn+1 = aAn + (1 - a) [aAnfl + (l - a)anl]
=ad, +a(l —a)A,_ | +a(l —a)’A, , +a(l —a)’A, 5+ ---
This last equation shows that the weight put on past values continues to decrease, but never
becomes zero. To start the forecast sequence, the first forecast must be set equal to the actual value
of the preceding year.

For the data used in the two preceding examples, the forecasts are as shown in Table 4-2 for
two selected values of a:

For example, if « = 0.3,

Fy11 = 034519 + 0.7Fy0

= 0.3(1,300) + 0.7(1,100) = 1,160
Fy1 = 034511 + 0.7Fy,
= 0.3(1,200) + 0.7(1,160) = 1,172
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Table 4-2 Exponential Smoothing Calculation

Forecast F,

Year(t) a =103 a = 0.6 Actual Value A,
2009 1,100
2010 1,100 1,100 1,300
2011 1,160 1,220 1,200
2012 1,172 1,208 1,600
2013 1,300 1,443

Regression Models

Regression models are a major class of explanatory forecasting models, which attempt to develop
logical relationships that not only provide useful forecasts, but also identify the causes and factors
leading to the forecast value. Regression models assume that a linear relationship exists between a
variable designated the dependent (unknown) variable and one or more other independent (known)
variables.

The simple regression model assumes that the independent variable / depends on a single
dependent variable D. Figure 4-3 gives an example in which the parameter we have been fore-
casting in the moving average calculations is taken as D, and time, for convenience, expressed as
(year—2009), is taken as 1.

The regression problem is to identify a line

-

Q
-
1,600 — |
|
— |
|
1,400 — :
|
- |
|
|
1,200 — |
Intercept :
a = X |
|
1,000 ‘ ‘ ‘ ‘ L ;
’ 0 1 2 3 4
(Year 2005 2006 2007 2008 2009)

Figure 4-3 Simple regression model.
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such that the sum of the squares of the deviations between actual and estimated values (the vertical line
segments in the figure) is minimized. The two constants in this least squares equation are found from

_ HZ(DiIi) - EIiEDi
nE(IlZ) - (Elz’)z

D; Lo
E;—bE;—D bl

where D and I are the mean values of D and I, respectively, and indicate a summation from
i=1ton.

4-5)

a

Example

The trend line in Figure 4-3 is calculated using the data in Table 4-3:
~4(8,500) — 6(5,200)

4(14) — (6)?
5,200 6
a=" "= 140(4) = 1,300 — 140(1.5) = 1,090

And a value for 2013 is forecast:

Daoi3 = 1,090 + (2009 — 2005) (140) = 1,090 + 560 = 1,650

Regressions can be used to calculate the best fit to a straight line on a normal graph (as in
Figure 4-3).

The resulting forecasts can be seriously in error if the assumptions (premises) on which they
are based prove to be in error. Electric utility companies came to believe over a period of several
decades that the demand for electricity would increase about 7 percent per year (which would give
a straight line on a semilog plot). Although this may not sound like a large growth rate, it means
that demand should increase by a factor of about (1.07)'° = 2.0 (i.e., double) every 10 years.
Since large power plants (especially nuclear ones) take at least that long to plan and construct,
when the oil crisis struck in 1973 and consumers drastically reduced their use of now-expensive

Table 4-3 Data for Regression Calculation

I D DI I’

0 1,100 0 0

1 1,300 1,300 1

2 1,200 2,400 4

3 1,600 4,800 9

s 6 5,200 8,500 14
Mean 1.5 1,300
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power through conservation, utility companies were left with billions of dollars of capacity under
construction that would not be useful for a long time.

Norm Augustine gives a convincing but facetious example of the problems with such extrapo-
lation in his delightful Augustine’s Laws. For example, he plots the logarithm of the cost of military
aircraft against the year in which they were first operational, from the Wright Flyer (about $3,000 in
1912) to the F-15 (about $20 million in 1975), and concludes the following:

In the year 2054, the entire [U.S.] defense budget will purchase just one tactical aircraft. The air-
craft will have to be shared by the Air Force and the Navy 3% days each per week except for leap
year, when it will be made available to the Marines for the extra day.

Multiple Regression. In multiple regression, the dependent variable D is assumed to be a func-
tion of more than one independent variable I, such as

C
D=c0+c,1j+1—2+c31§+--- (4-6)
2

The dependent variable can be assumed to be proportional directly or inversely, proportional to a
power or a root, or proportional in some other way to the independent variables, as is suggested in
the preceding equation. Past values of dependent and independent variables are then used in regres-
sion analysis to reduce the independent variables to the most important ones and to find the values
for the constants ¢; that give the best fit. For example, a manufacturer of replacement automobile
tires might find that the demand for tires varied with the cost of gasoline, the current unemployment
rate, sales of automobiles two years before, and the weight of those automobiles. Dannenbring and
Starr provide one (of many) convenient sources of further information on multiple regression and
other explanatory forecasting models.

Technological Forecasting

Engineers usually are involved in planning environments where technology is changing, and it is
essential that planning be done according to the best estimate of the technology that will be avail-
able in the future. Shannon bases his belief in the feasibility of technological forecasting on three
premises: (1) technological events and capabilities grow in a very organized manner; (2) tech-
nology responds to needs, opportunities, and the provision of resources; and (3) new technology
can be anticipated by understanding the process of innovation. According to Marvin Cetron, a
technological forecast is a prediction, based on confidence that certain technical developments can
occur within a specified time with a given level of resource allocation. Two types of technological
forecasting should be considered: normative and exploratory.

In normative technological forecasting, one works backward from the future to the present.
A desired future goal is selected, and a process designed to achieve this goal is developed. For
example, the U.S. government might decide that it is essential to have power available from nuclear
fusion in commercial quantities in the year 2020, and will work backward to establish a schedule
for a full-scale demonstration plant, a smaller pilot plant, the research tasks that must precede them,
and finally develop the overall budget and schedule required to reach the normative goal. President
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Kennedy’s 1961 decision to land a man on the surface of the moon before the end of that decade
certainly required normative technological forecasting.

An exploratory technological forecast is the Delphi method described earlier in the chapter.
For example, Japan’s Science and Technology Agency polled some 2,800 of the nation’s leading
specialists in research institutes and universities to identify R&D goals for the next 30 years. The
five most important goals (and the year they were expected to be achieved) were as follows:

1. Commercialization of technologies to eliminate air pollutants such as nitrogen oxides (2003)

2. Invention of a computer to operate faster than 10 teraflops (10 trillion calculations per
second) (2004)

3. Discovery of the major development mechanism of cancer (2010)

4. Commercialization of effective methods to prevent the spread of cancer (2007)

5. Diffusion of global-scale environmental preservation technologies (2011)

One useful model for technological forecasting is the technology S-curve, shown in
Figure 4-4. The performance gained from a new technology tends to start slowly, then rises
almost exponentially as many scientists and engineers begin applying themselves to product
improvement. Ultimately, as the technology becomes mature, performance gains become more
and more difficult to attain, and performance approaches some natural limit. Gains then require
the use of an entirely new technology.

Natural limits

Technology performance parameter

New Technology Mature
invention improvement technology
period period period
Time

Figure 4-4 Technology S-curve. (From Frederick Betz, Managing Technology: Competing
Through New Ventures, Innovation, and Corporate Research, Prentice-Hall, Inc., Englewood
Cliffs, NJ, 1987, p. 62; reprinted by permission of Prentice-Hall, Inc., copyright 1987).
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For example, the efficiency of the incandescent lamp (measured in lumens per watt) was
improved from Edison’s original carbon filament by the development of today’s tungsten filament
in 1910 by General Electric Research Laboratories, but the continuing improvement in lighting
efficiency has come from the invention and improvement of the fluorescent lamp, and later, the
mercury and sodium vapor lamps. Similarly, improvement of the cost per bit of memory storage
(the inverse of performance) over time has shifted to a new and more efficient curve each time a
denser integrated circuit with more memory capacity was developed. The technology forecaster
might have predicted in advance that this process would continue, making new applications requir-
ing extensive computer memory storage more and more practical.

Another tool for forecasting is the Internet, which has become a powerful tool at every com-
pany’s disposal for evaluating the competition, predicting the market, and establishing trends. One
method is to have company Web pages equipped with counters to keep track of visitors and set
“cookies” to gather additional information. This information allows a company to evaluate their
customers’ habits and determine the most appropriate and beneficial way to deal with each one.
This activity also provides a database of information for trending and predicting future responses.
There are also online services to help a company to determine demographics for any potential
product or service. One service allows the user to analyze the demographics of the Internet pop-
ulation according to selectable characteristics. The vast amount of information available at the
fingertips has certainly helped simplify the task of evaluating the competition. In addition to their
product specifications, many companies post their financial information for perusal. There are
also bulletin boards, chat rooms, and polling sites full of public opinions. Government, and even
some private organizations, provide statistical data and evaluations. The best part is that most of
this information is free, and even if the sites do charge a fee, at least they are easy to access and
readily available.

The methods listed here are not the only methods used for forecasting, and what is used
depends on what is being forecast and what data is available. Combining methods is effective
when different forecasting methods are available. Ideally, one should use as many as five differ-
ent methods and combine their forecasts using a predetermined mechanical rule. Lacking strong
evidence that some methods are more accurate than others, one should use a simple average of
forecasts.

STRATEGIES FOR MANAGING TECHNOLOGY

Invention and Innovation

American folklore idealizes its inventors—people who have come up with an idea for a novel prod-
uct or process. But that is not enough. Betz gives as an example the development of the Xerox
copier. Chester Carlson, who had experience as a carbon chemist, a printer, and a patent lawyer,
sought a better way to copy legal documents. He conceived the idea of projecting an image of the
work to be copied onto paper coated with ink, to hold the ink electrostatically where dark spots
(letters) were projected, and then to bake these letters into the paper. He succeeded in obtaining a
crude image in 1935, but the invention was neither efficient nor economical. Nonetheless, it was
enough to apply for a patent, which was issued in 1942.
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Carlson went from company to company looking for support for the process; he was turned
down repeatedly. Finally, a group at Battelle Memorial Institute, a nonprofit R&D organization,
agreed in 1945 to try to develop the process into a commercially practical one in return for a
share of the royalties. Joseph Wilson, president of the small Haloid Corporation, took the risk of
producing the first copiers based on Carlson’s patented designs and Battelle’s developments. That
company grew and grew as a result and changed its name to Xerox after its principal product, the
office copier.

The contributions of Battelle and Haloid constitute technological innovation, the introduc-
tion into the marketplace of new products, processes, and services based on new technology.
Without innovation, inventions create little benefit. Reduction of ideas to successful products
and processes is a difficult task. Chapter 9 demonstrates that many different ideas must be
considered and developed enough for careful evaluation to produce one successful, profitable
new product.

Producing the first successful product is often not enough; innovation must continue to keep
the product line competitive. In July 1981, Adam Osborne became the first to market the personal
computer as a complete package (computer, disk drive, monitor, printer, and software), and it was
an instant success. However, his monitor was only five inches (diagonally) in size and would hold
only 52 characters across (versus 80 on a typed page). Competitors (especially Kaypro) moved
quickly to correct this deficiency, and by September 1983, the Osborne Company was in bank-
ruptcy. The lesson is clear—product innovation and improvement must be a continuing part of
technology strategy.

Myron Tribus believes the competitiveness of an enterprise depends on two distinct thrusts,
each having two characteristics: (1) doing new and better things (invention and innovation,
just discussed), and (2) doing things in new and better ways (quality and productivity). He
elaborates:

Of the four characteristics, invention, innovation, quality, and productivity, the last three require
the collaboration of many people. Invention, on the other hand, is usually the product of one or at
the most two or three minds. Management to enhance invention, therefore, is somewhat different
from management to enhance innovation, quality, and productivity. Invention is not subject to
scheduling.

Managing Technological Change

Top management in technological enterprises must constantly be aware of the technologies underly-
ing their business and the potential for change. Business history is replete with stories of companies
that failed to recognize in time new technology that would replace their key products. Most of the
companies that led in production of vacuum tube-based electronics are no longer important today in
electronics; other companies led the transistor revolution and replaced them; in turn, a new group of
firms have come to the fore with products based on large-scale integrated circuits. A few companies
(General Electric, for example) have maintained leadership or have at least been vigorous early
followers as technology changed, and they have prospered because they have succeeded in integrat-
ing technology strategy into business strategy.
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Technological Change

Switzerland had long been the world leader in watch production and sales. With a large array
of well-known brands extending from economical to luxury products, Swiss watchmakers had
enjoyed a reputation of fine craftsmanship. Between 1968 and 1969, the world’s first quartz
watch prototypes were developed by the Swiss. The quartz watch was commercially available
in 1970. Despite this beginning, the Swiss watch industry failed to see the market potential
in the quartz watch, and they continued their focus on the mechanical watch. Between the
mid-1970s and 1983, the Swiss watch industry saw its portion of the world watch market drop
from 30 percent to 10 percent in number of units sold. The Swiss watch industry eventually
recovered from the effects of the quartz revolution, and today Switzerland is once again the
world’s leading watch exporter in terms of total value.

Source: http://invention.smithsonian.org/centerpieces/quartz/global/switzerland.html,
September 2005.

One of the most compelling examples of how the advent of new technology can quickly alter
the way we do business is the birth of the Internet. With the rise of this new technology came oppor-
tunity and convenience that no company or person could afford to ignore. According to the World
Internet Usage and Population Statistics, there were 2,273.1million Internet users in North America
in 2008. This is a 129.6 percent increase since 2000, and that number continues to escalate. U.S.
Internet usage is 73.6 percent of the world population. More details of Internet usage may be found
in Table 4-4. Because of typical technical expertise, the percentages within the engineering com-
munity are undoubtedly much higher.

To remain competitive, every company experienced a need to establish an entire new group
within their structure to develop and maintain a website, and to provide an interface between their
organization and the rest of the world. With the development of powerful search engines, people

Table 4-4 World Internet Usage and Population Statistics

Internet Users Penetration
World Regions Growth 2000-2011 Latest Data (% Population)
Africa 2,988.4 % 139,875,242 13.5 %
Asia 789.6 % 1,016,799,076 26.2 %
Europe 376.4 % 500,723,686 61.3 %
Middle East 2,244.8 % 77,020,995 35.6 %
North America 152.6 % 273,067,546 78.6 %
Latin America/Caribbean 1,205.1 % 235,819,740 39.5 %
Oceania/Australia 214.0 % 23,927,457 67.5 %

WORLD TOTAL 305.5% 2,267,233,742 32.7 %
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began leaning heavily on the Internet for information when investigating a need. As a result, com-
panies lagging behind in this area quickly became inferior in their visibility level. This avenue
of visibility became particularly important for engineering-related products or services because
of their specialized nature. Clients typically research the specifications of available products after
their need has been determined. Companies such as Omega and Hart Scientific began providing
detailed specifications and pricing information online for the engineer’s perusal. Having the current
information readily accessible on the engineer’s desktop helps ensure that a company’s product
is considered.

Many companies also recognized the Internet as an inexpensive and timely method for keep-
ing their customers informed. They began using the Internet to advertise, announce public safety
issues and recalls, and provide technical support, software upgrades, online manuals, interactive
troubleshooting knowledge bases, product information, and contacts 24 hours a day. Customers
came to expect this service, and any company not providing it began to be overlooked. Web pages
now allow companies to market to and service customers anywhere, anytime. This is particularly
valuable in the international market because of the different time zones and corresponding busi-
ness hours.

DISCUSSION QUESTIONS

4-1. Some say planning has primacy among the managerial functions. Make a case for this
statement.

4-2. Discuss the mission and vision statements of any organization and correlate them with its
business activities.

4-3. Develop a SWOT analysis chart for yourself and prepare a plan to address your weaknesses.

4-4. Select a company or industry for which the strategic management of technology is important.
Describe some of the base, key, and pacing technologies that are important for their strategic
management of technology.

4-5. Pick a company with which you are familiar, and estimate from its actions what the objec-
tives of its management appear to be in each of Drucker’s eight “key result areas.”

4-6. Discuss some forecasting techniques that are being used by companies that you are familiar
with.

4-7. List 5 technological products and find out their positions on the technology S-curve.

4-8. For a given product and company (such as automobiles from Ford), list a set of premises
(assumptions) regarding such matters as the economy, competition, materials, labor, customer
demand, and others, that should govern their planning over the next five years.

4-9. What length of planning horizon would you recommend for planning (a) the forest resources
of a large paper company, (b) the construction of a new automobile plant, and (c) the creation
of a new housing development of 15 homes?

4-10. Identify a product that is technologically innovative, and has also made huge profits for its
company.

4-11. Prepare a list of methods adopted by companies to market technological products. Which of
these methods are effective? Give reasons.
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PROBLEMS

4-1. Sales of a particular product (in thousands of dollars) for the years 2009 through 2012 have
been $48,000, $64,000, and $83,000, respectively.
(a) What sales would you predict for 2013, using a simple four-year moving average?
(b) What sales would you predict for 2013, using a weighted moving average with weights of
0.50 for the immediate preceding year and 0.3, 0.15, and 0.05 for the three years before that?
4-2. Using exponential smoothing with a weight of 0.6 on actual values:
(a) If sales are $45,000 and $50,000 for 2010 and 2011, what would you forecast for 2012?
(The first forecast is equal to the actual value of the preceding year.)
(b) Given this forecast and actual 2012 sales of $53,000, what would you then forecast for
20097
4-3. In question 4-1, taking actual 2009 sales of $48,000 as the forecast for 2010, what sales
would you forecast for 2011, 2012, and 2013, using exponential smoothing and a weight
« on actual values of (a) 0.4 and (b) 0.8?
4-4. In question 4-1, what sales would you forecast for 2013, using the simple regression (least
squares) method?
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Decision Making

PREVIEW

Decision making is an essential part of planning. Decision making and problem solving are used in
all management functions, although usually they are considered a part of the planning phase. This
chapter presents information on decision making and how it relates to the first management func-
tion of planning. A discussion of the origins of management science leads into one on modeling, the
five-step process of management science, and the process of engineering problem solving.

Different types of decisions are examined in this chapter. They are classified under conditions
of certainty, using linear programming; risk, using expected value and decision trees; or uncer-
tainty, depending on the degree with which the future environment determining the outcomes of
these decisions is known. The chapter continues with brief discussions of integrated databases,
management information and decision support systems, and expert systems, and closes with a com-
ment on the need for effective implementation of decisions.
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LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

* Discuss how decision making relates to planning.

» Explain the process of engineering problem solving.

» Solve problems using three types of decision-making tools.

» Discuss the differences between decision making under certainty, risk, and uncertainty.
» Describe the basics of other decision-making techniques.

NATURE OF DECISION MAKING

Relation to Planning

Managerial decision making is the process of making a conscious choice between two or more
rational alternatives in order to select the one that will produce the most desirable consequences
(benefits) relative to unwanted consequences (costs). If there is only one alternative, there is nothing
to decide. The overall planning/decision-making process has already been described at the begin-
ning of Chapter 4, and there we discussed the key first steps of setting objectives and establishing
premises (assumptions). In this chapter, we consider the process of developing and evaluating alter-
natives and selecting from among them the best alternative, and we review briefly some of the tools
of management science available to help us in this evaluation and selection.

If planning is truly “deciding in advance what to do, how to do it, when to do it, and who is to
do it” (as proposed by Amos and Sarchet), then decision making is an essential part of planning.
Decision making is also required in designing and staffing an organization, developing methods of
motivating subordinates, and identifying corrective actions in the control process. However, it is
conventionally studied as part of the planning function, and it is discussed here.

Occasions for Decision

Chester Barnard wrote his classic book The Functions of the Executive from his experience as presi-
dent of the New Jersey Bell Telephone Company and of the Rockefeller Foundation, and in it he
pursued the nature of managerial decision making at some length. He concluded that

the occasions for decision originate in three distinct fields: (a) from authoritative communications
from superiors; (b) from cases referred for decision by subordinates; and (c) from cases originat-
ing in the initiative of the executive concerned.

Barnard points out that occasions for decisions stemming from the “requirements of superior
authority ...cannot be avoided,” although portions of it may be delegated further to subordinates.
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Appellate cases (referred to the executive by subordinates) should not always be decided by the
executive. Barnard explains that “the test of executive action is to make these decisions when they
are important, or when they cannot be delegated reasonably, and to decline the others.”

Barnard concludes that “occasions of decision arising from the initiative of the executive are
the most important test of the executive.” These are occasions where no one has asked for a deci-
sion, and the executive usually cannot be criticized for not making one. The effective executive
takes the initiative to think through the problems and opportunities facing the organization, con-
ceives programs to make the necessary changes, and implements them. Only in this way does the
executive fulfill the obligation to make a difference because he or she is in that chair rather than
someone else.

Types of Decisions

Routine and Nonroutine Decisions. Pringle et al. classify decisions on a continuum ranging
from routine to nonroutine, depending on the extent to which they are structured. They describe
routine decisions as focusing on well-structured situations that

recur frequently, involve standard decision procedures, and entail a minimum of uncertainty.
Common examples include payroll processing, reordering standard inventory items, paying
suppliers, and so on. The decision maker can usually rely on policies, rules, past precedents,
standardized methods of processing, or computational techniques. Probably 90 percent of
management decisions are largely routine.

Indeed, routine decisions usually can be delegated to lower levels to be made within established
policy limits, and increasingly they can be programmed for computer decision if they can be struc-
tured simply enough. Nonroutine decisions, on the other hand, deal with unstructured situations of
a novel, nonrecurring nature, often involving incomplete knowledge, high uncertainty, and the use
of subjective judgment or even intuition, where no alternative can be proved to be the best possible
solution to the particular problem. Such decisions become more and more common the higher one
goes in management and the longer the future period influenced by the decision is. Unfortunately,
almost the entire educational process of the engineer is based on the solution of highly structured
problems for which there is a single textbook solution. Engineers often find themselves unable to
rise in management unless they can develop the tolerance for ambiguity that is needed to tackle
unstructured problems.

Objective versus Bounded Rationality. Simon defines a decision as being objectively
rational if in fact it is the correct behavior for maximizing given values in a given situation. Such
rational decisions are made “(a) by viewing the behavior alternatives prior to decision in panoramic
[exhaustive] fashion, (b) by considering the whole complex of consequences that would follow on
each choice, and (c) with the system of values as criterion singling out one from the whole set of
alternatives.” Rational decision making, therefore, consists of optimizing, or maximizing, the out-
come by choosing the single best alternative from among all possible ones, which is the approach
suggested in the planning/decision-making model at the beginning of Chapter 4. However, Simon
believes that actual behavior falls short of objective rationality in at least three ways.
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1. Rationality requires a complete knowledge and anticipation of the consequences that will
follow on each choice. In fact, knowledge of consequences is always fragmentary.

2. Since these consequences lie in the future, imagination must supply the lack of experienced
feeling in attaching value to them. But values can be only imperfectly anticipated.

3. Rationality requires a choice among all possible alternative behaviors. In actual behavior,
only a few of these possible alternatives ever come to mind.

Managers, under pressure to reach a decision, have neither the time nor other resources to
consider all alternatives or all the facts about any alternative. A manager “must operate under condi-
tions of bounded rationality, taking into account only those few factors of which he or she is aware,
understands, and regards as relevant.” Administrators must satisfice by accepting a course of action
that is satisfactory or “good enough,” and get on with the job rather than searching forever for the
“one best way.” Managers of engineers and scientists, in particular, must learn to insist that their
subordinates go on to other problems when they reach a solution that satisfices, rather than pursuing
their research or design beyond the point at which incremental benefits no longer match the costs
to achieve them.

Level of Certainty. Decisions may also be classified as being made under conditions of certainty,
risk, or uncertainty, depending on the degree with which the future environment determining the
outcome of these decisions is known. These three categories are compared later in this chapter.

MANAGEMENT SCIENCE

Origins

Quantitative techniques have been used in business for many years in applications such as return on
investment, inventory turnover, and statistical sampling theory. However, today’s emphasis on the
quantitative solution of complex problems in operations and management, known initially as opera-
tions research and more commonly today as management science, began at the Bawdsey Research
Station in England at the beginning of World War II. Hicks puts it as follows:

In August 1940, a research group was organized under the direction of P. M. S. Blackett of
the University of Manchester to study the use of a new radar-controlled antiaircraft system.
The research group came to be known as “Blackett’s circus.” The name does not seem unlikely
in the light of their diverse backgrounds. The group was composed of three physiologists, two
mathematical physicists, one astrophysicist, one Army officer, one surveyor, one general physi-
cist, and two mathematicians. The formation of this group seems to be commonly accepted as the
beginning of operations research.

Some of the problems this group (and several that grew from it) studied were the optimum
depth at which antisubmarine bombs should be exploded for greatest effectiveness (20 to 25 feet)
and the relative merits of large versus small convoys (large convoys led to fewer total ship losses).
Soon after the United States entered the war, similar activities were initiated by the U.S. Navy and
the Army Air Force. With the immediacy of the military threat, these studies involved research
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on the operations of existing systems. After the war, these techniques were applied to longer-
range military problems and to problems of industrial organizations. With the development of
more and more powerful electronic computers, it became possible to model large systems as a
part of the design process, and the terms systems engineering and management science came
into use. Management science has been defined as having the following “primary distinguishing
characteristics™:

1. A systems view of the problem—a viewpoint is taken that includes all of the significant
interrelated variables contained in the problem.

2. The team approach—personnel with heterogeneous backgrounds and training work together
on specific problems.

3. An emphasis on the use of formal mathematical models and statistical and quantitative
techniques.

What Is Systems Engineering?

Systems engineering is an interdisciplinary approach and means to enable the realization of
successful systems. It focuses on defining customer needs and required functionality early in
the development cycle, documenting requirements, then proceeding with design synthesis and
system validation while considering the complete problem.

Models and Their Analysis

A model is an abstraction or simplification of reality, designed to include only the essential features
that determine the behavior of a real system. For example, a three-dimensional physical model of
a chemical processing plant might include scale models of major equipment and large-diameter
pipes, but it would not normally include small pipings or electrical wirings. The conceptual model
of the planning/decision-making process in Chapter 4 certainly does not illustrate all the steps and
feedback loops present in a real situation; it is only indicative of the major ones.

Most of the models of management science are mathematical models. These can be as simple
as the common equation representing the financial operations of a company:

net income = revenue — expenses — taxes

On the other hand, they may involve a very complex set of equations. As an example, the Urban
Dynamics model was created by Jay Forrester to simulate the growth and decay of cities. This
model consisted of 154 equations representing relationships between the factors that he believed
were essential: three economic classes of workers (managerial/professional, skilled, and “underem-
ployed”), three corresponding classes of housing, three types of industry (new, mature, and declin-
ing), taxation, and land use. The values of these factors evolved through 250 simulated years to
model the changing characteristics of a city. Even these 154 relationships still proved too simplistic
to provide any reliable guide to urban development policies (see Babcock for a discussion.).
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Management science uses a five-step process that begins in the real world, moves into the
model world to solve the problem, and then returns to the real world for implementation. The
following explanation is, in itself, a conceptional model of a more complex process:

Real World Simulated (Model) World

1. Formulate the problem (defining
objectives, variables, and constraints).
2. Construct a mathematical model (a simplified
yet realistic representation of the system).
3. Test the model’s ability to predict the present
from the past, and revise until you are satisfied.
4. Derive a solution from the model.
5. Apply the model’s solution to the real
system, document its effectiveness, and
revise further as required.

The scientific method or scientific process is fundamental to scientific investigation and to
the acquisition of new knowledge based upon physical evidence by the scientific community.
Scientists use observations and reasoning to propose tentative explanations for natural phenom-
ena, termed hypotheses. Engineering problem solving is more applied and is different to some
extent from the scientific method.

Scientific Method Engineering Problem Solving Approach
¢ Define the problem. ¢ Define the problem.

¢ Collect data. * Collect and analyze the data.

* Develop hypotheses. * Search for solutions.

* Test hypotheses.  Evaluate alternatives.

* Analyze results. * Select solution and evaluate the impact.

¢ Draw conclusion.

The Analyst and the Manager

To be effective, the management science analyst cannot just create models in an ivory tower. The
problem-solving team must include managers and others from the department or system being stud-
ied—to establish objectives, explain system operation, review the model as it develops from an
operating perspective, and help test the model. The user who has been part of model development,
has developed some understanding of it and confidence in it, and feels a sense of ownership of it is
most likely to use it effectively.
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The manager is not likely to have a detailed knowledge of management science techniques
or the time for model development. Today’s manager should, however, understand the nature of
management science tools and the types of management situations in which they might be useful.
Increasingly, management positions are being filled with graduates of management (or engineer-
ing management) programs that have included an introduction to the fundamentals of management
science and statistics. Regrettably, all too few operations research or management science programs
require the introduction to organization and behavioral theory that would help close the manager—
analyst gap from the opposite direction.

There is considerable discussion today of the effect of computers and their applications (man-
agement science, decision support systems, expert systems, etc.) on managers and organizations.
Certainly, workers and managers whose jobs are so routine that their decisions can be reduced to
mathematical equations have reason to worry about being replaced by computers. For most manag-
ers, however, modern methods offer the chance to reduce the time one must spend on more trivial
matters, freeing up time for the types of work and decisions that only people can accomplish.

TOOLS FOR DECISION MAKING

Categories of Decision Making

Decision making can be discussed conveniently in three categories: decision making under certainty,
under risk, and under uncertainty. The payoff table, or decision matrix, shown in Table 5-1 will help
in this discussion. Our decision will be made among some number m of alternatives, identified as
Ay, Ay, -+, A,,. There may be more than one future “state of nature” N. (The model allows for n
different futures.) These future states of nature may not be equally likely, but each state N, will have
some (known or unknown) probability of occurrence p;. Since the future must take on one of the n
values of N, the sum of the n values of p; must be 1.0.

The outcome (or payoff, or benefit gained) will depend on both the alternative chosen and the
future state of nature that occurs. For example, if you choose alternative A; and state of nature N;
takes place (as it will with probability p;), the payoff will be outcome O;. A full payoff table will
contain m times n possible outcomes.

Table 5-1 Payoff Table

State of Nature/Probability

N, N, . N .. N,
Alternative D1 D o p; oo Py
A Oy, Op, e 0y O,
Ay 0, 0y e 0y 0,

A Oi Opn T 0 T Oin

Am 0m1 0m2 e Omj e Omn
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Let us consider what this model implies and the analytical tools we might choose to use under
each of our three classes of decision making.

Decision Making Under Certainty

Decision making under certainty implies that we are certain of the future state of nature (or we
assume that we are). (In our model, this means that the probability p; of future N; is 1.0, and all
other futures have zero probability.) The solution, naturally, is to choose the alternative A;, which
gives us the most favorable outcome Oj;. Although this may seem like a trivial exercise, there are
many problems that are so complex that sophisticated mathematical techniques are needed to find
the best solution.

Linear Programming. One common technique for decision making under certainty is called
linear programming. In this method, a desired benefit (such as profit) can be expressed as a
mathematical function (the value model or objective function) of several variables. The solution
is the set of values for the independent variables (decision variables) that serves to maximize the
benefit (or, in many problems, to minimize the cost), subject to certain limits (constraints). Steps
include:

¢ State the problem.

e What are the decision variables?
¢ Objective function

¢ Constraints

Example

Consider a factory producing two products, product X and product Y. The problem is this: If
you can realize $10.00 profit per unit of product X and $14.00 per unit of product Y, what is the
production level of x units of product X and y units of product Y that maximizes the profit P each
day? Your production, and therefore your profit, is subject to resource limitations, or constraints.
Assume in this example that you employ five workers—three machinists and two assemblers—
and that each works only 40 hours a week.

* Product X requires three hours of machining and one hour of assembly per unit.
* Product Y requires two hours of machining and two hours of assembly per unit.

State the problem: How many of product X and product Y to produce to maximize profit?

Decision variables: Let x = number of product X to produce per day
Let y = number of product Y to produce per day
Objective function: maximize P = 10x + 14y
Constraints: 3x + 2y = 120 (hours of machining time)
x + 2y = 80 (hours of assembly time)
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As illustrated in Figure 5-1, you can get a profit of:

* $350 by selling 35 units of X or 25 units of Y
* $700 by selling 70 units of X or 50 units of Y

solution.

y
60 |-
—-— Isoprofit lines
50‘\ P =10x + 14y
> ~\
500N
—8 40 N *\
& \. N
kS N
2 30 N\
E NN
N P=350 N\ P =700
NI N
\.\ P =620 /\‘\ \.\
10+ NN NN
. \.\“\.
\ \ N, | \ o Ny \
0 10 20 30 40 50 60 70 80

Units of product x

Figure 5-1 Linear program example: isoprofit lines.

* $620 by selling 62 units of X or 44.3 units of Y; or (as in the first two cases as well) any
combination of X and Y on the isoprofit line connecting these two points.

Since there are only two products, these limitations can be shown on a two-dimensional
graph (Figure 5-2). Since all relationships are linear, the solution to our problem will fall at
one of the corners. To find the solution, begin at some feasible solution (satisfying the given
constraints) such as (x,y) = (0,0), and proceed in the direction of “steepest ascent” of the profit
function (in this case, by increasing production of Y at $14.00 profit per unit) until some con-
straint is reached. Since assembly hours are limited to 80, no more than 80/2, or 40, units of Y
can be made, earning 40 X $14.00, or $560 profit. Then proceed along the steepest allowable
ascent from there (along the assembly constraint line) until another constraint (machining hours)
is reached. At that point, (x,y) = (20,30) and profit P = (20 X $10.00) + (30 X $14.00),
or $620. Since there is no remaining edge along which profit increases, this is the optimum
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Figure 5-2 Linear program example: constraints and solution.

Computer Solution. About 50 years ago, George Danzig of Stanford University developed the
simplex method, which expresses the foregoing technique in a mathematical algorithm that permits
computer solution of linear programming problems with many variables (dimensions), not just the
two (assembly and machining), as in the previous example. Now, linear programs in a few thousand
variables and constraints are viewed as small. Problems having tens or hundreds of thousands of
continuous variables are regularly solved; tractable integer programs are necessarily smaller, but
are still commonly in the hundreds or thousands of variables and constraints. Today there are many
linear programming software packages available.

Another classic linear programming application is the oil refinery problem, where profit is
maximized over a set of available crude oils, process equipment limitations, products with dif-
ferent unit profits, and other constraints. Other applications include assignment of employees
with differing aptitudes to the jobs that need to be done to maximize the overall use of skills;
selecting the quantities of items to be shipped from a number of warehouses to a variety of
customers while minimizing transportation cost; and many more. In each case there is one best
answer, and the challenge is to express the problem properly so that it fits a known method of
solution.
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Decision Making under Risk

Nature of Risk. In decision making under risk one assumes that there exist a number of possible
future states of nature N, as we saw in Table 5-1. Each N, has a known (or assumed) probability p;
of occurring, and there may not be one future state that results in the best outcome for all alterna-
tives A;. Examples of future states and their probabilities are as follows:

* Alternative weather (N, = rain; N, = good weather) will affect the profitability of alterna-
tive construction schedules; here, the probabilities p; of rain and p, of good weather can be
estimated from historical data.

* Alternative economic futures (boom or bust) determine the relative profitability of con-
servative versus high-risk investment strategy; here, the assumed probabilities of different
economic futures might be based on the judgment of a panel of economists.

Expected Value. Given the future states of nature and their probabilities, the solution in deci-
sion making under risk is the alternative A; that provides the highest expected value E;, which is
defined as the sum of the products of each outcome O;; times the probability p; that the associated
state of nature N; occurs:

E = 2(19,-%) (5-1)
~

Example

For example, consider the simple payoff information of Table 5-2, with only two alternative
decisions and two possible states of nature. Alternative A, has a constant cost of $200, and A,
a cost of $100,000 if future N, takes place (and none otherwise). At first glance, alternative A,
looks like the clear winner, but consider the situation when the probability (p;) of the first state
of nature is 0.999 and the probability (p,) of the second state is only 0.001. The expected value
of choosing alternative A, is only

E(Ay) = 0.999($0) — 0.001($100,000) = — $100
Note that this outcome of $—100 is not possible: the outcome if alternative A, is chosen

will be a loss of either $0 or $100,000, not $100. However, if you have many decisions of this

Table 5-2 Decision Making Under Risk

N, N,
Py = 0.999 Py = 0.001
A $—200 $—-200

A, 0 $-100,000
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type over time and you choose alternatives that maximize expected value each time, you should
achieve the best overall result. Since we should prefer expected value E, of $—100 to E, of
$—200, we should choose A,, other things being equal.

But first, let us use these figures in a specific application. Assume that you own a $100,000
house and are offered fire insurance on it for $200 a year. This is twice the “expected value” of
your fire loss (as it has to be to pay insurance company overhead and agent costs). However, if
you are like most people, you will probably buy the insurance because, quite reasonably, your
attitude toward risk is such that you are not willing to accept loss of your house! The insurance
company has a different perspective, since they have many houses to insure and can profit from
maximizing expected value in the long run, as long as they do not insure too many properties in
the path of the same hurricane or earthquake.

Example

Consider that you own rights to a plot of land under which there may or may not be oil. You
are considering three alternatives: doing nothing (“‘don’t drill”), drilling at your own expense of
$500,000, or “farming out” the opportunity to someone who will drill the well and give you part
of the profit if the well is successful. You see three possible states of nature: a dry hole, a mildly
interesting small well, and a very profitable gusher. You estimate the probabilities of the three
states of nature Dj and the nine outcomes Oy, as shown in Table 5-3.

The first thing you can do is eliminate alternative A;, since alternative Aj is at least as attrac-
tive for all states of nature and is more attractive for at least one state of nature. A5 is therefore
said to dominate A,.

Next, you can calculate the expected values for the surviving alternatives A, and Aj:

E, = 0.6(—500,000) + 0.3(300,000) + 0.1(9,300,00) = $720,000
E; = 0.6(0) + 0.3(125,000) + 0.1(1,250,000) = $162,500

and you choose alternative A, if (and only if) you are willing and able to risk losing $500,000.

Table 5-3 Well Drilling Example—Decision Making Under Risk

State of Nature/Probability
Np: Dry Hole N,: Small Well N;: Big Well

Alternative p; = 0.6 p, =03 p3 = 0.1 Expected Value
A;: Don’t drill $ 0 $ 0 $ 0 $ 0
Ajy: Drill alone —500,000 300,000 9,300,000 720,000

Aj: Farm out 0 125,000 1,250,000 162,500
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Decision trees provide another technique for finding expected value. They begin with a single
decision node (normally represented by a square or rectangle), from which a number of decision
alternatives radiate. Each alternative ends in a chance node, normally represented by a circle. From
each chance node radiate several possible futures, each with a probability of occurring and an out-
come value. The expected value for each alternative is the sum of the products of outcomes and
related probabilities, just as calculated previously.

Example

Figure 5-3 illustrates the use of a decision tree in the simple insurance example.

The conclusion reached is identical mathematically to that obtained from Table 5-2. Decision
trees provide a very visible solution procedure, especially when a sequence of decisions, chance
nodes, new decisions, and new chance nodes exist. For example, if you are deciding whether to
expand production capacity in December 2013, a decision a year later, in December 2014, as to
what to do then will depend both on the first decision and on the sales enjoyed as an outcome
during 2014. The possible December 2014 decisions lead to (a larger number of) chance nodes
for 2008. The technique used starts with the later year, 2008 (the farthest branches). Examining
the outcomes of all the possible 2008 chance nodes, you find the optimum second decision
and its expected value, in 2007, for each 2007 chance node—that is, for each possible combi-
nation of first decision in December 2006 and resulting outcome for 2007. Then you use those
values as part of the calculation of expected values for each first-level decision alternative in
December 2013.

Decision Chance (Outcome)  (Probability) Expected Value
node A; node N; Op X (P) = E;
Nofire:  (=200) x  (0.999) =  —199.8
Insure ) + = $-200
Fire: (=200) X (0.001) = -02
. No fire: (0) X (0.999) = 0
Don't _ + = $-100
Insure Fire: (—100,000) X (0.001) = _100

Figure 5-3 Example of a decision tree.

Queuing (Waiting-Line) Theory. Most organizations have situations where a class of people
or objects arrive at a facility of some type for service. The times between arrivals (and often the
time required for serving each arrival) are not constant, but they can usually be approximated by a
probability distribution. The first work in this field was by the Danish engineer A. K. Erlang, who
studied the effect of fluctuating demand for telephone calls on the need for automatic dialing equip-
ment. Table 5-4 lists some other common examples of waiting lines.
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Table 5-4 Typical Waiting-Line Situations

Organization Activity Arrivals Servers

Airport Landing Airplanes Runway

College Registration Students Registrars

Court system Trials Cases Judges

Hospital Medical service Patients Rooms/doctors

Personnel office Job interviews Applicants Interviewers

Supermarket Checkout Customers Checkout clerks

Toll bridge Taking tolls Vehicles Toll takers

Tool room Tool issue Machinists Tool room clerks
Simulation

There are many situations where the real-world system being studied is too complex to express
in simple equations that can be solved by hand or approximated in a reasonable time. In other
situations, safety or the cost of prototyping requires other approaches to be considered. A com-
mon approach in such cases is to construct a computer program that simulates certain aspects of
the operation of the real system by mathematically describing the behavior of individual parts
and the interactions between the parts. The computer model is an approximation of the real
system. The computer model can be executed repeatedly under various conditions to study the
behavior of the real system. In many cases, stochastic activities can be inserted in the model in
the form of probability distributions. In other cases, random variability is limited, such as when
using simulation to test a new system.

There are three categories of computer simulations—Ilive, virtual, and constructive. Live
simulations have real people and real equipment operating in a simulated environment. An
example is live training exercises conducted by the military. Virtual simulations have real people
using simulated equipment. An example would be a driving simulator or computer games, such
as a flight simulator. Constructive simulations have simulated people and equipment, such as
what might be found in a model of a factory production layout or airport screening opera-
tion. Live and virtual simulations are typically used where safety is an important consideration.
Constructive simulations are typically used where cost, decision making, and prototyping limit
implementing the real system.

Live and virtual simulations can be complex, requiring specially developed software and
often expensive equipment, as well as special facilities such as virtual reality rooms. Stochastic
and deterministic variables are selectively used in these simulations. Stochastic variables are
often used in live and virtual training applications where it might be advantageous to have
an opponent’s behavior unpredictable. In testing, deterministic variables are preferred so that
the simulated system can be evaluated under tightly controlled conditions. The languages most
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commonly used in live and virtual simulations are C and C++. Constructive simulations are
also complex and are especially useful when many runs need to be made (as they can run faster
than real time) or when it is not practical to use actual humans as participants in the simu-
lation. Although programs for constructive simulations can be written in common languages
such as FORTRAN or C, special-purpose simulation languages such as GPSS, SIMSCRIPT, or
SLAMII are powerful and more efficient for this purpose.

Because computer simulations are approximations of real-world activities, there is inherent
uncertainty in their results. For this reason, computer simulations must be carefully verified and
validated to ensure that they accurately reflect the characteristics of the real-world system in the
range of interest. Additionally, stochastic variables are often used to introduce the variability of
real-world parameters. The outcome of a single run of a simulation program with many proba-
bilistic values is generally not significant, but can be economically rerun 100 or 1,000 times to
develop a probability distribution of the final outcome. Conditions simulated in the model can
then be changed and the modified model exercised again until a satisfactory result is obtained.
The policy expressed in the most successful version of the model can then be tested in the real
world; its success there will depend largely on how well the critical factors in the real world
have been captured in the model.

Currently, computer simulations are widely used by the military for training, health care,
entertainment, design, logistics, etc. A general trend sees increased use of connecting individ-
ual simulations to represent very complex systems and increased human interaction during the
execution of the simulation. For example, constructive and virtual simulations are being com-
bined by oil companies and NASA to facilitate better understanding of complex design and
logistics issues, while allowing human interaction with the model as it runs.

Source: Brian Goldiez, Deputy Director, Institute for Simulation & Training, University of
Central Florida.

The essence of the typical queuing problem is identifying the optimum number of servers
needed to reduce overall cost. In the tool room problem, machinists appear at random times at
the window of an enclosed tool room to sign out expensive tools as they are needed for a job,
and attendants find the tools, sign them out, and later receive them back. The production facility
is paying for the time of both tool room attendants and the (normally more expensive) machin-
ists, and therefore it wishes to provide the number of servers that will minimize overall cost. In
most of the other cases in the table, the serving facility is not paying directly for the time lost
in queues, but it wishes to avoid disgruntled customers or clients who might choose to go else-
where for service. Mathematical expressions for mean queue length and delay as a function of
mean arrival and service rates have been developed for a number of probability distributions (in
particular, exponential and Poisson) of arrival and of service times.

Risk as Variance. Another common definition of risk is variability of outcome, measured by the
variance or (more often) its square root, the standard deviation.
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Example

Consider two investment projects, X and Y, having the discrete probability distribution of
expected cash flows in each of the next several years as shown in Table 5-5.

Expected cash flows are calculated in the same way as expected value:

a. EX) = 0.10(3,000) + 0.20(3,500) + 0.40(4,000) + 0.20(4,500) + 0.10(5,000)
= $4,000

b. E(Y) = 0.10(2,000) + 0.25(3,000) + 0.30(4,000) + 0.25(5,000) + 0.10(6,000)
= $4,000

Although both projects have the same mean (expected) cash flows, the expected values of
the variances (squares of the deviations from the mean) differ as follows (see also Figure 5-4):

Vi = 0.10(3,000 — 4,000)> + 0.20(3,500 — 4,000)> + - - - + 0.10(5,000 — 4,000)?

= 300,000
Vy = 0.10(2,000 — 40,000)> + 0.25(3,000 — 4,000)> + - -+ + 0.10(6,000 — 4,000)*
= 1,300,000
Table 5-5 Data for Risk as Variance Example
Project X Project Y
Probability Cash Flow Probability Cash Flow
0.10 $3,000 0.10 $2,000
0.20 3,500 0.25 3,000
0.40 4,000 0.30 4,000
0.20 4,500 0.25 5,000
0.10 5,000 0.10 6,000
oy
:'E'
2
2
Ay
$0 $2,000 $4,000 $6,000

Cash flow

Figure 5-4 Projects with the same expected value but different variances.
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The standard deviations are the square roots of these values:
ox = $548, oy = $1,140

Since project Y has the greater variability (whether measured in variance or in standard
deviation), it must be considered to offer greater risk than does project X.

Decision Making Under Uncertainty

At times, a decision maker cannot assess the probability of occurrence for the various states of
nature. Uncertainty occurs when there exist several (i.e., more than one) future states of nature N,
but the probabilities p; of each of these states occurring are not known. In such situations the deci-
sion maker can choose among several possible approaches for making the decision. A different kind
of logic is used here, based on attitudes toward risk.

Different approaches to decision making under uncertainty include the following:

* The optimistic decision maker may choose the alternative that offers the highest possible
outcome (the “maximax’ solution);

* The pessimist decision maker may choose the alternative whose worst outcome is “least bad”
(the “maximin” solution);

* The third decision maker may choose a position somewhere between optimism and pessi-
mism (“Hurwicz” approach);

* Another decision maker may simply assume that all states of nature are equally likely (the
so-called “principle of insufficient reason”), set all p; values equal to 1.0/n, and maximize
expected value based on that assumption.

 The fifth decision maker may choose the alternative that has the smallest difference between
the best and worst outcomes (the “minimax regret” solution). Regret here is understood as
proportional to the difference between what we actually get, and the better position that we
could have received if a different course of action had been chosen. Regret is sometimes also
called “opportunity loss.” The minimax regret rule captures the behavior of individuals who
spend their post-decision time regretting their choices.

Example

Using the well-drilling problem as shown in Table 5-3, consider if the probabilities p; for the
three future states of nature N; cannot be estimated. In Table 5-6, the “Maximum” column lists
the best possible outcome for alternatives A, and As; the optimist will seek to “maximax” by
choosing A, as the best outcome in that column. The pessimist will look at the “Minimum”
column, which lists the worst possible outcome for each alternative, and he or she will pick the
maximum of the minimums (Maximin) by choosing A; as having the best (algebraic) worst
case. (In this example, both maxima came from future state N3 and both minima from future
state N, but this sort of coincidence does not usually occur.)
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Table 5-6 Decision Making Under Uncertainty Example

Alternative Maximum Minimum Hurwicz (¢ = 0.2)  Equally Likely
4 $9,300,000°  $—500,000 $1,460,000" $3,033,333"
A 1,250,000 0 250,000 458,333

*Preferred solution.

A decision maker who is neither a total optimist nor a total pessimist may be asked to
express a “coefficient of optimism” as a fractional value o between 0 and 1 and then to use this
formula:

Maximize [« (best outcome) + (1 — @) (worst outcome ) ]

The outcome using this “Hurwicz” approach and a coefficient of optimism of 0.2 is shown
in the third column of Table 5-6; A, is again the winner.

If decision makers believe that the future states are “equally likely,” they will seek the
higher expected value and choose A, on that basis:

—500,000 + 300,000 + 9,300.000
2 = 3
0 + 125,000 + 1,250,000

E; = 3 = $458,333

= $3,033,333

(If, on the other hand, they believe that some futures are more likely than others, they
should be invited to express their best estimates as p; values and solve the problem as a decision
under risk.)

The final approach to decision making under uncertainty involves creating a second matrix, not
of outcomes, but of regret. Regret is quantified to show how much better the outcome might have
been if you had known what the future was going to be.

Example

If there is a “small well” under your land and you did not drill for it, you would regret the
$300,000 you might have earned. On the other hand, if you farmed out the drilling, your regret
would be only $175,000 ($300,000 less the $125,000 profit sharing you received). Table 5-7 pro-
vides this regret matrix and lists in the right-hand column the maximum regret possible for each
alternative. The decision maker who wishes to minimize the maximum regret (minimax regret)
will therefore choose A,.
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Table 5-7 Well Drilling Example—Decision Making Under Uncertainty—Regret Analysis

State of Nature

Alternative N;: Dry Hole N,: Small Well N;: Big Well Maximum Regret
A;: Don’t drill $ 0 $300,000 $9,300,000 $9,300,000
Ajy: Drill alone 500,000 0 0 500,000
Aj: Farm out 0 175,000 8,050,000 8,050,000

Different decision makers will have different approaches to decision making under uncer-
tainty. None of the approaches can be described as the “best” approach, for there is no one best
approach. Obtaining a solution is not always the end of the decision making process. The decision
maker might still look for other arrangements to achieve even better results. Different people have
different ways of looking at a problem.

Game Theory. A related approach is game theory, where the future states of nature and their
probabilities are replaced by the decisions of a competitor. Begley and Grant explain:

In essence, game theory provides the model of a contest. The contest can be a war or an election,
an auction or a children’s game, as long as it requires strategy, bargaining, threat, and reward.

In other situations, game theory leads to selecting a mixture of two or more strategies, alternated
randomly with some specified probability. Again, Begley and Grant provide a simple example:

In the children’s game called Odds and Evens, for instance, two players flash one or two fingers.
If the total is 2 or 4, Even wins; if [it is] 3, Odd wins. A little analysis shows that the winning
ploy is to randomly mix up the number of fingers flashed. For no matter what Odd does, Even
can expect to come out the winner about half the time, and vice versa. If Even attempts anything
trickier, such as alternating 1s and 2s, he can be beaten if Odd catches on to the strategy and
alternates 2s and 1s.

There are many other techniques or methods for decision making. One is Six Thinking Hats.
It is used to look at decisions from a number of important perspectives. This forces you to move
outside your habitual thinking style, and helps you to get a more rounded view of a situation. Each
person has a different hat, which has a different meaning. This enables teams to think together more
effectively, and a means to plan thinking processes in a detailed and cohesive way.

Another technique is a childrens game—Rock, Paper, Scissors. The game is often used as a
choosing method in a way similar to coin flipping, drawing straws, or throwing dice. Unlike truly
random selection methods, however, Rock, Paper, Scissors can be played with a degree of skill by
recognizing and exploiting nonrandom behavior in opponents.
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COMPUTER-BASED INFORMATION SYSTEMS

Integrated Databases

Until recent years, each part of an organization maintained separate files and developed separate
information forms for its specific purposes, often requiring the same information to be entered
again and again. Not only is this expensive, but when the same information is recorded separately in
several places, it becomes difficult to keep current and reliable. The computer revolution has made
it possible to enter information only once in a shared database—where it can be updated in a single
act, yet still be available for all to use.

The American Society for Engineering Management, for example, began in 1980 with a
mailing list keypunched on computer cards (later, directly entered into a mainframe computer mem-
ory), but with all other information copied as required into handwritten or typed files. In late 1987
it switched to a PC/XT personal computer with a central database containing about 35 items on
each member (name, title, number, home and office addresses and telephone numbers, engineering
degrees and registration, offices held, dues status, and others). Simple commands cause this desktop
wonder to spew forth mailing labels, members in a particular local section, or joining in a particular
year, tabulations of registered professional engineers with the master’s level as their highest degree,
or almost any permutation of the data entered into the base.

Hospitals once prepared separate forms repeating patients’ names, addresses, illness, doctor,
and other common items many different times. Today most of this is entered once at admissions
into a central computer base, supplemented with notes from the nursing floor, laboratory, and other
locations, and these data are processed in medical records and used in billing without repeating
data entry.

The CAD/CAM revolution in design and manufacture provides a much more sophisticated
example. Designs are now created on the computer, and this same record is used by others to
analyze strength, heat transfer, and other design conditions; then it is transformed into instructions
to manufacture the item on numerically controlled machines and to test the item for conformance
to design. A small class of graduate students invited to provide additional examples of the use of a
common database (Discussion Question 5-5) cited the following:

* A pharmaceutical company has a database on each batch of product, including raw material
lots used, production date, equipment and personnel, test results, and shipping destination
used for quality analysis, financial analysis, and (if needed) product recall.

* The Missouri University of Science and Technology (like most large schools) has a standard
student database used (and contributed to) by the registrar, financial aid office, cashier, place-
ment office, academic departments, and finally, the alumni office.

* Union Pacific uses a common database to keep track of load location (for tracing), trip
distance (for billing), and car location (for maintenance).

* The laser scanners at supermarket checkout stations increase checking efficiency, elimi-
nate individual price tags, speed price changes, update inventories, and are used to evaluate
personnel and to make stocking and display decisions.

* WalMart stores order merchandise from warehouses by “wanding” the bar code of a
desired item and entering quantity into a terminal. At the warehouse, this action is used to
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automatically update the database, call for repurchase, and print an order request with bar-
coded shipping labels. Once these carton labels are applied, computerized conveyor systems
automatically read the store number and start each carton on its way to the proper shipping
door for deliveries to that store.

Management Information/Decision Support Systems

Traditionally, top managers have relied primarily on oral and visual sources of information: sched-
uled committee meetings, telephone calls, business luncheons, and strolls through the workplace,
supplemented by the often condensed and delayed information in written reports and periodicals.
Quite recently, the existence of computer networks, centralized databases, and user-friendly soft-
ware has provided a new source of prompt, accurate data to the manager. A recent survey showed
that 93 percent of senior executives used a personal computer, 60 percent of them for planning and
decision support.

Contemporary authors distinguish two classes of application of computer-based management
systems:

Management Information Systems (MIS) focus on generating better solutions for structured
problems, as well as improving efficiency in dealing with structured tasks. On the other hand, a
Decision Support System (DSS) is interactive and provides the user with easy access to decision
models and data in order to support semistructured and unstructured decision-making tasks. It
improves effectiveness in making decisions where a manager’s judgment is still essential.

As one rises from front-line supervisor through middle management to top management, the
nature of decisions and the information needed to make them changes (see Table 5-8). The higher
the management level is, the fewer decisions may be in number, but the greater is the cost of error.
A carefully constructed master database should be capable of providing the detailed current data
needed for operational decisions as well as the longer-range strategic data for top management
decisions.

Table 5-8 Effect of Management Level on Decisions

Management Number of Cost of Making Information
Level Decisions Poor Decisions Needs

Top Least Highest Strategic

Middle Intermediate Intermediate Implementation

First-line Most Lowest Operational

Expert Systems

As part of the field of artificial intelligence (Al), a type of computer model has been developed
with the purpose of making available to average or neophyte practitioners in many fields the skill
and know-how of experts in the field. These expert systems are created by reviewing step by step
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with the experts the reasoning methods they use in a particular application and reducing these to an
inference engine that, combined with a knowledge base of facts and rules and a user interface, may
be consulted by someone newer to the field who wants guidance. These knowledge-based applica-
tions of artificial intelligence have enhanced productivity in business, science, engineering, and the
military. With advances in the last decade, today’s expert systems clients can choose from dozens
of commercial software packages with easy-to-use interfaces.

IMPLEMENTATION

Decisions, no matter how well conceived, are of little value until they are put to use—that is, until
they are implemented. Koestenbaum puts it well:

Leadership is to know that decisions are merely the start, not the end. Next comes the higher-
level decision to sustain and to implement the original decision, and that requires courage.

Courage is the willingness to submerge oneself in the loneliness, the anxiety, and the guilt of
a decision maker. Courage is the decision, and a decision is, to have faith in the crisis of the
soul that comes with every significant decision. The faith is that on the other end one finds
in oneself character and the exhilaration of having become a strong, centered, and grounded
human being.

DISCUSSION QUESTIONS

5-1. Give some examples of each of the three “occasions for decision” cited by Chester Barnard.
Explain in your own words why Barnard thought the third category was most important.

5-2. List a few examples of routine decisions apart from the examples mentioned in the chapter.
How do you think engineers can learn to handle nonroutine or unstructured situations?

5-3. Use a concrete example showing the five-step process by which management science uses a
simulation model to solve real-world problems.

5-4. From another reference, provide the problem statement and the solution for a typical queuing
(waiting-line) problem.

5-5. Select an engineering problem from an organization of your choice and apply the 5-step
engineering problem solving approach in detail for the problem to be solved. Also comment
on the simplicity of the steps involved in the problem solving approach.

PROBLEMS

5-1. You operate a small wooden toy company making two products: alphabet blocks and wooden
trucks. Your profit is $30.00 per box of blocks and $40.00 per box of trucks. Producing a box
of blocks requires one hour of woodworking and two hours of painting; producing a box of
trucks takes three hours of woodworking, but only one hour of painting. You employ three
woodworkers and two painters, each working 40 hours a week. How many boxes of blocks
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5-2.

5-3.
5-4.

5-5.

5-6.

5-7.

5-8.

(B) and trucks (7) should you make each week to maximize profit? Solve graphically as a
linear program and confirm analytically.

A commercial orchard grows, picks, and packs apples and pears. A peck (quarter bushel) of
apples takes four minutes to pick and five minutes to pack; a peck of pears takes five minutes
to pick and four minutes to pack. Only one picker and one packer are available. How many
pecks each of apples and pears should be picked and packed every hour (60 minutes) if the
profit is $3.00 per peck for apples and $2.00 per peck for pears? Solve graphically as a linear
program and confirm analytically.

Solve the drilling problem (Table 5-3) by using a decision tree.

You must decide whether to buy new machinery to produce product X or to modify existing
machinery. You believe the probability of a prosperous economy next year is 0.6 and of a
recession is 0.4. Prepare a decision tree, and use it to recommend the best course of action.
The applicable payoff table of profits (+) and losses (—) is:

N;: Prosperity ($) N,: Recession ($)

A, (Buy new) +950,000 —200,000
A, (Modify) +700,000 +300,000

If you have no idea of the economic probabilities p; in Question 5-4, what would be your
decision based on uncertainty using (a) maximax, (b) maximin, (c¢) equally likely, and
(d) minimax regret assumptions?

You are considering three investment alternatives for some spare cash: Old Reliable
Corporation stock (A,), Fly-By-Nite Air Cargo Company stock (A,), and a federally insured
savings certificate (A3). You expect the economy will either “boom” (N}) or “bust” (NV,), and
you estimate that a boom is more likely (p; = 0.6) than a bust (p, = 0.4). Outcomes for
the three alternatives are expected to be (1) $2,000 in boom or $500 in bust for Old Reliable
Corporation; (2) $6,000 in boom, but —$5,000 (loss) in bust for Fly-By-Nite; and (3) $1,200
for the certificate in either case. Set up a payoff table (decision matrix) for this problem, and
show which alternative maximizes expected value.

If you have no idea of the economic probabilities p; in Question 5-6, what would be your
decision based on uncertainty using (a) maximax, (b) maximin, (c¢) equally likely, and (d)
minimax regret assumptions?

Your company has proposed to produce a component for an automobile plant, but it will not
have a decision from that plant for six months. You estimate the possible future states and
their probabilities as follows: Receive full contract (V;, with probability p; = 0.3); receive
partial contract (N,, p, = 0.2); and lose award (no contract) (N3, p3 = 0.5). Any tooling you
use on the contract must be ordered now. If your alternatives and their outcomes (in thou-
sands of dollars) are as shown in the following table, what should be your decision?

N N N;
Ay (Full tooling) +800 +400 —400
A; (Minimum tooling) +500 +150 —100

A; (No tooling) —400 —100 0
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Organizing

PREVIEW

After the management functions of leading and planning, the next to be presented is organizing.
This chapter begins by distinguishing between the legal forms of organization: proprietorship,
partnership, and corporation. Next discussed is the organizing process and the various logics of sub-
division, or departmentation. The effective spans of control are discussed as well as the nature of
line, staff, and service relationships. The effect of technology on organization structure is described,
and finally, the more modern organizational forms and teams are introduced.

Teams are an important part of the workforce today, and they are created either within the
planning function or the organizing function, or with other management functions discussed in later
chapters. Often, there are impromptu teams that are formed by employees spontaneously. Today
many teams are virtual, or e-teams, and they work across space, time, and organizational boundaries
with links strengthened by webs of communication technologies.

Management Functions

Leading |

Planning |

|—‘ Decision Making

Organizing |

Controlling |

NN
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LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

* Analyze the different forms of an organization.
Explain different organizational structures.

» Describe the differences in line and staff relationships.
» Describe the use and value of teams.

NATURE OF ORGANIZING

Legal Forms of Organization

An organization is a group of individuals who work together toward a common goal. Here we will
compare the types of legal entities into which businesses can be organized. These include the sole
proprietorship, the partnership, the corporation, and the cooperative. We will then examine other
aspects of organizations.

The sole proprietorship is a business owned and operated by one person. It is simple to orga-
nize and to shut down, has few legal restrictions, and the owner is free to make all decisions. Profit
from it is taxed only once—on the Schedule C (Profit or Loss from Business or Profession) attach-
ment to the owner’s individual income tax form. However, the owner faces unlimited liability for
the debts of the business, he or she may find it difficult to raise capital to fund growth of the busi-
ness, and the duration of the business is limited to the life of the proprietor.

The partnership is an “association of two or more partners to carry on as co-owners of a
business for profit” (Uniform Partnership Act). The partnership is almost as easy to organize as a
proprietorship and has relatively few legal restrictions. Partnerships permit pooling the managerial
skills and judgments and the financial strengths of several people who have a direct financial inter-
est in the enterprise, but suffer the disadvantages of divided decision-making authority and potential
damage to the business when partners disagree. Although a partnership files a tax return to allocate
partnership profit (or loss), it does not pay taxes—the partners do so on their individual tax forms,
whether they actually receive the profit or leave it in the enterprise to grow further. Normally, part-
ners have unlimited liability for partnership debts. In a limited partnership, there must be at least
one general partner with unlimited liability, but the rest may be limited partners, who are finan-
cially liable only to the extent of their investment in the venture.

A limited liability company (LLC) is a relatively new business structure allowed by state
statute. Owners, called members, have limited personal liability for the debts and actions of the
LLC. There is no maximum number of members and most states permit single member LLCs.
LLCs are similar to a partnership, providing management flexibility and the benefit of pass-through
taxation. Income is only taxed once.

Corporations are legal entities owned by shareholders, who in general have no liability
beyond loss of the value of their stock. Corporations have perpetual life (as long as they submit an
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annual report to the state in which they are chartered), and they find it easier to raise money, transfer
ownership, and change management. It is more difficult and expensive to organize a corporation,
but the main disadvantage is that corporate income is taxed twice: once as corporation income tax
the year the profit is made, and again as personal income tax when the after-tax profit is distributed
as dividends. Also, corporations are subject to many state and federal controls not affecting other
forms of business. (Under certain conditions, corporations with no more than 35 shareholders, all
U.S. residents, may elect to be treated as “Subchapter S” corporations and avoid double taxation.)

Cooperatives are a special type of organization owned by users or customers, to whom earn-
ings are usually distributed tax-free in proportion to patronage. For example, about 1,000 rural
electric cooperatives distribute electricity over much of America’s nonmetropolitan land area; each
customer of this service buys a share initially for a few dollars, and he or she can cast one vote to
elect the board members who manage the cooperative.

While sole proprietorships are the most common form of business organization in sheer num-
bers, most large organizations are corporations.

Organizing Defined

Weihrich and Koontz believe that people “will work together most effectively if they know the parts
they are to play in any team operation and how their roles relate to one another....Designing and
maintaining these systems of roles is basically the managerial function of organizing.” They continue:

For an organizational role to exist and be meaningful to people, it must incorporate (1) verifiable
objectives, which...are a major part of planning; (2) a clear idea of the major duties or activities
involved; and (3) an understood area of discretion or authority, so that the person filling the role
knows what he or she can do to accomplish goals. In addition, to make a role work out effec-
tively, provision should be made for supplying needed information and other tools necessary for
performance in that role.

It is in this sense that we think of organizing as (1) the identification and classification of required
activities, (2) the grouping of activities necessary to attain objectives, (3) the assignment of each
grouping to a manager with the authority (delegation) necessary to supervise it, and (4) the provi-
sion for coordination horizontally (on the same or similar organizational level) and vertically (for
example, corporate headquarters, division, and department) in the organization structure.

Organizing by Key Activities

Effective organizing must first consider the basic mission and long-range objectives established for
the organization and the strategy conceived to accomplish them. Peter Drucker recommends first
identifying the key activities, which he terms the “load-bearing parts of the structure.” He poses
three questions to help identify the key activities:

1. In what area is excellence required to obtain the company’s objectives?

2. In what areas would lack of performance endanger the results, if not the survival, of the
enterprise?

3. What are the values that are truly important to us in this company?
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Once the key activities have been established, Drucker suggests “two additional pieces of
work: an analysis of decisions and an analysis of relations.” In decision analysis one must first
identify what decisions are needed to attain effectiveness in key activities. Then the nature of these
decisions is established in terms of their futurity (the period in the future to which they commit
the company), the impact they have on other functions, their frequency (recurrent decisions can be
made at lower levels once policies for them have been established), and the extent to which they
involve ethical, social, and political considerations. Relations analysis, on the other hand, asks with
whom the person in charge of an activity will have to work, and it seeks to assure “that the crucial
relations, that is, the relationship on which depend its success and the effectiveness of its contribu-
tion, should be easy, accessible, and central to the unit.”

In the 1990s, more and more organizations were restructured into teams that include the spe-
cialists needed to carry through a project or solve a problem, and that are delegated the authority
(empowered) to make the necessary decisions; and that continues in the twenty-first century. In the
modern concept of concurrent engineering (discussed in Chapter 10), teams of design engineers,
marketing people, and production specialists work together to launch new products earlier that bet-
ter meet customer needs.

TRADITIONAL ORGANIZATION THEORY

Patterns of Departmentation

Organizations are divided into smaller units by using a number of different approaches. A hierar-
chical organization is an organizational structure where every entity in the organization, except
one, is subordinate to a single other entity. This arrangement is a form of a hierarchy. This is the
dominant mode of organization among large organizations; most corporations, governments, and
organized religions are hierarchical organizations. This arrangement of individuals within a cor-
poration may be according to power, status, and job function. Figure 6-1 illustrates two of the more

| You |

| Tom | | Dick | | Mary |
(@)

| President |

I
| | | |
| Finance mgr. | | Prodn. mgr. | | Sales manager | | Designer ‘

(®)

Figure 6-1 Methods of departmentation: (a) Basic organization. (b) Functional departmentation.



Traditional Organization Theory 155

common methods and will be used to help us “grow” a company in the container business. Let us
assume that you have a large collection of compact disks (CDs) and that you also enjoy woodwork-
ing. You begin to make some attractive wooden cabinets for your CDs in your basement or garage.
They are admired by your friends and neighbors, who buy some, and then you find several local
stores who want to carry them. You now are an entrepreneur and have a business. As demand
increases, you need some help in the shop, and you hire several local people (Tom, Dick, and Mary)
who will, naturally, take direction from you (Figure 6-1a).

As you grow, you find yourself away from the plant (now moved to a local industrial park) for
extended periods, selling your product and arranging financing. You appoint the most experienced
worker as foreman, and later as production manager. You hire salespeople to help sell your product
and, as they increase in number, appoint one as sales manager. A local certified public accountant
agrees to work half-time as your finance manager, and an engineering student moonlights as your
designer. You have now established a pattern of functional departmentation, which is the first
logic of subdivision for most new organizations, and which is present at some level in almost any
organization. Functional subdivision need not be confined to a single level (as in Figure 6-1b).
Marketing is often divided into sales, advertising, and market research. Production may be broken
into component production, assembly, and finishing.

As your business grows, you may also become interested in producing clear plastic storage
boxes for computer diskettes. You soon discover that production methods for plastic boxes are very
different from those for wooden cabinets, and you organize separate production shops under sepa-
rate supervisors to produce the two products. Next, you discover that your diskette boxes appeal to
a different market, and you need a different group of salespeople. Then you find that the sales force
dealing with diskette boxes needs much closer contact with your plastic box production foreman
than they do with salespeople selling CD cabinets to the consumer, but that the chain of command
through the general sales manager, then you, and finally the overall production manager makes deci-
sion making slow and difficult. You may now be ready to reorganize by product as in Figure 6-2a.

The separate CD cabinet and diskette box divisions will begin with their own manufacturing
and marketing functions, and later you may add accounting and personnel functions to each divi-
sion. Because obtaining bank loans, selling stock, and other financial activities are best handled
centrally, you will need consistent personnel policies in both divisions, and you need some top-level
advice on new markets and new technical advances; thus, you will need to organize a staff at the
corporate level in addition to your product divisions.

In the days of the pony express, long-distance communication was slow and unreliable. If
an enterprise on the American east coast wished to set up a west coast division, they would have
to give the regional manager broad authority, perhaps even creating geographic or territorial
divisions, as in Figure 6-2b. Today, however, managers communicate by telephone, e-mail and
fax machine across the world almost as easily as with the next building, and they can jet any-
where in the continent in a day for more protracted personal meetings. As a result, communication
per se is no longer the most important logic for top-level organization. However, you may find
that accommodating regional differences is the key to effective management, and you may then
create regional (geographic) divisions. A company that builds housing developments may find,
for example, that regional differences in housing styles, construction codes, marketing media, and
methods of mortgage financing are very important, and you may set up separate geographic divi-
sions, each responsible for construction and marketing in its own region. Geographic subdivision is
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Figure 6-2 Methods of departmentation: (a) Product departmentation. (b) Geographic
departmentation.

more common at lower levels; sales forces are commonly divided by region, for example, for more
efficient and more personal customer contact.

Sometimes the type of customer is a more important consideration than location, and
departmentation by customer is indicated. For example, creating weapons systems for the U.S.
Department of Defense often requires state-of-the-art technology and a special understanding of
military procurement and product use. On the other hand, products that will be used by other indus-
tries in producing their own goods need to be cost-effective and rugged; consumer goods need to
be attractive in appearance and price. Many firms successful in producing military goods have tried
marketing to the consumer with poor success, because it requires a different mental outlook and
frequently a separate organization devoted to that market. Even when the product is the same or
similar (washing machines, for example), separate sales forces may be desirable for regional sales
to consumers through local distributors and for large-volume national sales to major store chains or
to the federal government for military housing use.

Another structural approach is by process or equipment (especially where equipment is
so expensive, immobile, or critical that it must be operated centrally). Computing used to be
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| VP.finance | | VP.prodn. | | V.P.marketing | | VP.R&D |
I |
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I
I I ! !
| Parts | | Assembly | | Finishing | | Industry sales | |Consumer sales |

Figure 6-3 Example of mixed departmentation.

done centrally when it was confined to a single (very expensive) mainframe computer in each
company; today, the economics of personal computers has spread usage to many departments
(and often every desk), with a staff computer group providing support and service. Where manu-
facturing or service is carried on around the clock, operating personnel may be grouped by shift
or time. Subdivision by sheer numbers, as in the biblical example that follows, is indicated only
when a large number of people must perform very similar and routine tasks, and this is becoming
increasingly less common. As one might expect, enterprises may combine several or all of these
methods in designing their organization. In Figure 6-3, functional subdivision is at the top level
with product and process subdivision in manufacturing, and geographic and customer departmen-
tation in marketing.

Span of Control

As soon as a new organization grows to a significant size, subordinate managers must be appointed
to help the top manager manage. This need was recognized as soon as large groups of people began
working toward a common purpose, and it was clearly expressed in early biblical writings:

And it came to pass on the morrow, that Moses sat to judge the people: and the people stood by
Moses from the morning unto the evening. ... And Moses’ father-in-law said unto him “The thing
thou doest is not good. Thou wilt surely wilt away, both thou and this people that is with thee: for
this thing is too heavy for thee; thou art not able to perform it thyself alone.”...So Moses hear-
kened to the voice of his father-in-law, and did all that he had said. And Moses chose able men
out of all Israel, and made them heads over the people, rulers of thousands, rulers of hundreds,
rulers of fifties, and rulers of tens. And they judged the people at all seasons: the hard causes they
brought unto Moses, but every small matter they judged themselves

The question is not whether intermediate managers are needed, but how many. This depends
on the number of people reporting directly to each manager, referred to as the span of manage-
ment or span of control. For example, if a simple hierarchical organization with only 64 workers
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Figure 6-4 Control spans of (a) four and (b) eight compared. M, manager; w, worker.

(nonmanagers) and a chief executive officer has a span of only two subordinates per manager at
every level, it will need 62 managers at five intermediate (middle) levels of management between
worker and CEO; with a span of four (Figure 6-4a), it will have 20 managers at two levels; with a
span of eight (Figure 6-4b), it will have only a single level of eight managers.

Many armies are organized on a span of control of about four: four squads per platoon, four
platoons per company, four companies per battalion, and so on. Wren reports that the span of
10 (rulers of thousands, hundreds, and tens) was adopted independently by the Egyptians, by
the Roman legions (with their centurions commanding 100 soldiers), by the Tatars (Tartars) of
Mongolia, and by the Incas of what is now Peru and Chile—peoples who had nothing in common
other than 10 fingers to “count off.”

Narrow spans of control (tall organizations) are not only expensive because of the cost of
having so many managers, but the multiple levels can increase communication and decision time
and stifle initiative because of the temptation of a manager with few subordinates to micromanage
(interfering in decisions that should be made at lower levels). Excessively wide spans, on the other
hand, can leave managers with inadequate time to supervise the activities for which they are respon-
sible and leave subordinates with inadequate access to their busy supervisor.

Factors Determining Effective Spans. What, then, does determine a desirable span?
Graicunas, a Lithuanian engineer and a Paris-based management consultant, stated that this depended
on the number of relationships that existed between manager and subordinates, individually and in
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various combinations, and among the subordinates themselves. He calculated the number of rela-
tionships for a manager with n subordinates as

n2Y +p — 1]

so that every subordinate added more than doubled the number of relationships the manager
had to be concerned with and, Graicunas assumed, the difficulty of the job. However, many of
Graicunas’s relationships are not significant in a particular application, and effective span of con-
trol depends on many factors other than the simple number of subordinates. Studies of effective
spans have identified the following conditions as affecting the number of people a manager can
effectively supervise:

* Subordinate training. The more completely subordinates are trained for their jobs, the fewer
demands they place on supervisors.

* Nature of jobs supervised. The simpler the tasks supervised are, the greater is the similarity
between the jobs supervised; and the less subordinates work at dispersed locations, the easier
it is to supervise more people. On the other hand, when subordinates need frequent contact
with people in other parts of the organization to do their job effectively (as may planners and
coordinators), supporting these relationships can increase the supervisor’s burden.

* Rate of change of activities and personnel. Events move more rapidly in some types of orga-
nization than in others. An army must be staffed for the rate of decision making required in a
combat situation (and for the rapid turnover of commanders). On the other hand, changes of
policy and procedure in the Roman Catholic Church take place only after many years (or even
centuries), and priests are well educated and have relatively few different assignments in a
lifetime of service; thus, there are very few levels—typically parish pastor, bishop, and some-
times an archbishop—between the individual believer and the papal office.

* Clarity of instruction and delegation. The more clearly the work to be done can be described,
and the more completely the supervisor delegates to the subordinate the resources needed to
accomplish this well-defined job, the less subsequent supervision should be required (and the
more people the supervisor should be able to handle).

 Staff assistance. Usually, administrative activity is not confined to the manager, but involves
some (or all) of the time of one or more other people. While most managers have “access
to” clerical and secretarial support, higher-level managers usually have “administrative assis-
tants” or “assistants to” the manager of considerable capability who relieve the manager of
much office routine, expanding the time they have available for work that only they can
do. Even the first-line supervisor often delegates some of the short-term leadership: the
engineering design supervisor may have 20 engineers, but some will be more experienced
“lead engineers” who are responsible for the day-to-day activities of younger engineers and
technicians in completing a common task. In the military, senior managers commonly have
deputies who are fully qualified to act in their absence, almost doubling the effective leader-
ship potential of the office.

Effective management spans do vary by level within organizations. First-line supervisors, who
are concerned with their direct subordinates, but not with lower levels, usually have larger spans
than do middle managers. Spans of CEOs may vary substantially, depending on the managerial
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style of the incumbent. Finally, the skill and experience of the manager does, of course, have an
effect on the number of people that he or she can supervise.

Current Trends in Spans. The current trend in spans of control is definitely to increase the
spans of control, which ultimately decreases the number of organizational levels within a given
company or organization. This shift to large spans of controls is due in part to the information
revolution. With more automated systems, databases, and ever-increasing methods of commu-
nication, decisions can be made efficiently. Line workers and technicians no longer have a small
role in a particular process, but have the ability to manage, in large part, the particular process
that they are partly responsible for with the latest in technology. This trend to large spans will
generally be around 20 to 30 subordinates per span, and the organization should consist of no
more than five organizational levels. Key points that will result from larger spans of control are
as follows:

Significant reduction of administrative costs

More effective and efficient organization communication

Faster decisions and closer interaction between organizational levels

Requirement that all levels of personnel become better trained, informed, and educated
Better leadership at all levels

NP wb =

The information technology available today touches every aspect of our lives, especially how busi-
ness is conducted. The ability to gather information rapidly, process it, make precise and accurate
decisions, and disseminate information, as well as increased organizational communications, has
paved the way for large span of control. This can only benefit the organization as a whole, requiring
better educated, involved, and trained workers, and forcing better leadership, decision making, and
involvement from managers.

Line and Staff Functions and Relationships

Traditionally, the “line functions” in an organization were those that accomplished the main mission
or objectives of the organization, and these were thought to include production, sales, and finance in
the typical manufacturing organization. “Staff functions,” on the other hand, were those that helped
the line accomplish these objectives by providing some sort of advice or service. A useful distinction
may be made between personal staff, such as the “assistant to” who does troubleshooting or special
assignments for a single manager, and specialized staff, who serve the entire organization in an area
of special competence. Examples of specialized staff organizations include personnel, procurement,
legal counsel, and market research. In today’s more complex knowledge-based organizations, the
activities of “staff specialists” may be as essential to the ultimate success of the organization as “line
workers,” and these distinctions have become blurred.

Much more fruitful is examining the type of relationship involved in a particular transac-
tion. Line relationships are superior—subordinate relationships and can be traced in a “chain of
command” from the organization president through a succession of levels of managers to the
lowest worker.
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Staff relationships are advisory in nature. Four types of staff relationships, arranged in order of
increasing levels of influence, are (1) providing advice only on request, (2) recommending where
the staff office deems appropriate, (3) “consulting authority,” in which line managers must consult
(but need not obey) staff in their area, and (4) “concurring authority,” in which the staff specialist
has a veto authority over the line manager.

Functional (specialized) authority is a special type of staff authority over others who are not
their line subordinates. It is as binding as line authority, but does not carry the right to discipline for
violation. Usually, it controls “how to” accomplish some action falling in the area of responsibility
of the staff office, and it is delegated to staff because of the need for uniformity or special exper-
tise. Examples include specification of budget formats by the financial officer and of criteria for
documenting research findings or for reducing product liability by the legal counsel.

Service relationships are “facilitative activities” that are centralized for economy of scale,
uniformity, or special capability, but are only supportive of the main mission. Examples include
custodial, security, and medical services.

A manager may, at different times, exhibit all of these relationships. For example, a human
resource manager will exert line authority over direct subordinates in his or her office, provide staff
advice to the chief executive on the need for instituting an affirmative action program, exercise
functional authority by defining how job descriptions must be filled out, and provide a service to the
entire organization by maintaining employee records.

Friction between line and staff personnel occurs for many reasons. Staff specialists may have
little understanding of the problems and realities of the line organization. Line managers, on the other
hand, have little understanding of the expertise of the staff specialist and the need the organization
has for it. Each side needs to listen to the other with courtesy and mutual respect for the good of the
whole organization. Military officers tend to have assignments alternating between command (line)
and staff responsibilities, and they are often sent to “Command and Staff School” or some equivalent
in midcareer; as a result, they have a better chance at understanding both sides of this relationship.

Corporate restructuring in the last decade has reduced the size of specialist staff organiza-
tions at the corporate and divisional levels. Instead, individual specialists become members of
working teams (discussed later in this chapter) that, as a group, are empowered to get the work of
the organization accomplished with much less need for approvals up the chain of command. As a
result, specialists can integrate their knowledge into work as it is being done, avoiding much of the
friction, misunderstanding, and wasted or repeated effort of the past.

TECHNOLOGY AND MODERN ORGANIZATION STRUCTURES

The Woodward and Aston Studies

The nature of manufacturing processes and the size of the organization have in the past exerted
considerable influence on organizational design. In the 1950s, Joan Woodward and her associates
studied the operations of about 100 manufacturing firms in the South Essex region of England,
gathering data on manufacturing methods, organization, communication, and performance. She
reported some significant differences when she organized these firms into categories of increasing
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complexity of manufacturing process technology. She classified 80 of these firms into three broad
classes (the rest employing combinations of these or remaining unclassified):

1.

2.

Unit: production of units to customer’s orders, prototypes, large equipment in stages, or
small batches to customer’s orders (sometimes known as job-shop operation)—24 firms.
Production runs in this group are too small to justify specialized manufacturing equipment,
procedures, or tooling, and production is normally carried out by skilled craftsmen using
general-purpose equipment and their past experience.

Mass: production of large batches, often on an assembly line, and mass production—31
firms. Long production runs justify special production methods, specially designed equip-
ment, and elaborate methods of scheduling and programming. Jobs, on the other hand, tend
to be standardized and repetitive, and to use less-skilled workers, whose efforts are regu-
lated by the speed of the assembly line. Automobiles and household appliances often are
made using these methods.

Process: continuous process production systems such as those used in the petroleum and
chemical industries—25 firms. These normally involve high capital investment per worker
and are highly automated. Skilled workers are needed to monitor and maintain these com-
plex production systems.

Woodward found two characteristics that increased continually as manufacturing complexity
increased from unit to mass to process technologies: (1) the number of levels of management, and
(2) the span of control for chief executives. As shown in Table 6-1, however, in many ways the
unit and process technologies at the low and the high ends of the technology scale were similar to
each other and different from the large batch and mass production technologies in the middle of
the scale. For example, the quantity production technologies showed a much higher median num-
ber of employees reporting to each first-line supervisor, had the most highly developed line—staff
organization with the largest number of staff specialists, employed highly developed production
control systems, used the greatest amount of formal written documentation, and had the least

Table 6-1 Organization of Characteristics versus Production Technology

Production Technology Unit Mass Process
Number of firms observed 24 31 25
Levels of management (mode) 3 4 6
Span of control—chief executives (median) 4 7 10
Span of control—first-line supervisors (median) 23 49 13
Typical management system Organic Mechanistic Organic
Development of staff activities Limited High Limited
Predicting, scheduling, and control systems Limited Extensive Integral
Communications Verbal Written Verbal
Pleasantness and openness of organizational climate Greater Less Greater

Source: Adapted from Joan Woodward, Industrial Organization: Theory and Practice, Oxford University Press,
Oxford, 1965.
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pleasant organizational climate. They also favored mechanistic management systems, which are
like classic bureaucracies: centralized, formalized, standardized jobs.

Firms using unit or process production technologies, on the other hand, were more likely to
favor organic management systems, which are more decentralized with less rigidly defined jobs,
less attention to rank, and a great deal of lateral (as opposed to vertical) communication. They also
enjoyed a more pleasant and relaxed organizational climate, more reliance on verbal communica-
tion, and fewer people reporting to first-line supervisors. Control systems were less necessary in
unit manufacturing and integral with (built into) the continuous processing equipment.

Woodward’s observations were on small to medium-sized companies (only 13 of the 100 had
more than 1,000 employees, the largest being under 9,000) located in southeastern England, and
these were studied in the 1950s. Whereas some later studies have supported Woodward’s findings,
others have produced conflicting results.

Perhaps the most prominent of the studies dissenting from Woodward’s findings was by a
group of scholars at the University of Aston, Birmingham, England. They investigated a group of
46 firms in the vicinity of Birmingham with from 240 to more than 25,000 employees. In studying
the operations technology of these firms, they used a 10-step production technology scale quite
similar to Woodward’s. They did agree with Woodward that mass production firms had larger spans
of control for first-line supervisors, with more staff specialists for control and greater distinctions
between line and staff than did unit or process firms. However, they found that the size of the firm
(in number of employees) correlated better with other parameters than did the type of technology.
Thus the “larger” firms (25,000 employees) were more likely to have high levels of specialization,
standardization, formalization, and centralization, regardless of the type of technology. Further work
indicates that both the technological complexity of Woodward and the organizational size dimension
of the Aston group must be considered in effective organization design.

TEAMS

For the last two decades teams have become an integral part of the workforce, and teamwork is
essential within modern industry. One of the principles for management of the modern enterprise is
teaming. A team is defined as follows: a small number of people who are committed to a common
goal, objectives, and approach to this goal that they are mutually accountable to reaching. Teams
quite often have complementary skills that are used in the problem solving. Workers today must
be able to work together in interdisciplinary teams to carry out and coordinate the operations of
the enterprise. As more and more companies require employees to function in teams, engineering
schools have begun to use teams as part of the training for careers in industry. The formation of
teams can easily utilize the talents from different functions, locations, and organizations.

According to Katzenbach and Smith, there are several common approaches to building team
performance:

» Establish urgency and direction. All team members need to believe the team has clear
objectives.

* Select members based on skill and skill potential, not personalities.

* Pay particular attention to first meetings and actions.
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* Set some clear rules of behavior.

¢ Set and seize upon a few immediate performance-oriented tasks and goals.
¢ Challenge the group regularly with fresh facts and information.

¢ Spend time together.

» Use positive feedback, recognition, and reward.

Now the functioning of industry in a global environment has led to the formation of virtual
teams. These virtual teams, unlike traditional teams, must accomplish their objectives by working
across distance by using technology to facilitate collaboration.

There are two primary categories of variables that make virtual teams more complex. These
are (1) the crossing of boundaries related to time, distance, and organization, and (2) the com-
munication and collaboration, using technology. For the reasons stated, virtual teams are far more
dependent on having a clear purpose than face-to-face teams are. Purpose defines why a particular
group works together. As important as positive relationships and high trust are in all teams, they are
even more important in virtual teams. The lack of daily face-to-face time, which normally offers
opportunities to quickly clear things up, can heighten misunderstandings. Research indicates that
even virtual teams must have an initial face-to-face meeting.

Virtual teams in industry work across space, time, and organizational boundaries with links
strengthened by webs of communication technologies. What is new is the array of interactive technolo-
gies at their disposal. The structure and process may be different for industry and education. The basic
elements of the virtual team process are communication, planning, and managing or implementing.

The proposal teams gathered together by aerospace companies to respond to a major military
request for proposal (RFP) provide an excellent example of the “disposable organization”; as many
as 1,000 people, often from several cooperating companies, may come together for one to three
months for this specific purpose and then disband back to their original organizations or other
teams. Project management organizations and their operations are of special importance to engi-
neers, and two chapters in this book (14 and 15) are dedicated to project management. Particular
attention is placed in Chapter 15 on matrix management organizations, which are frequently used
in project management.

There are other modern examples of temporary or “team” organizational structures; Cleland
and Kerzner provide descriptions of production teams, worker-management teams, product-
design teams, quality teams, project management teams, crisis-management teams, and task
forces. Product-design teams for design review and configuration management are discussed
in Chapter 10, the function of quality teams in Chapter 12, and project management teams in
Chapters 14 and 15.

Impact of the Information Revolution

The main feature of the information revolution is the growing economic, social, and technological
role of information. But it is not “information” that fuels this impact. As Drucker stated in 1999:

It is not the effect of computers and data processing on decisionmaking, policymaking, or
strategy. It is something that practically no one foresaw or, indeed, even talked about ten
or fifteen years ago: e-commerce—that is, the explosive emergence of the Internet as a major,
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perhaps eventually the major, worldwide distribution channel for goods, for services, and,
surprisingly, for managerial and professional jobs. This is profoundly changing economies,
markets, and industry structures; products and services and their flow; consumer segmentation,
consumer values, and consumer behavior; jobs and labor markets. But the impact may be even
greater on societies and politics and, above all, on the way we see the world and ourselves in it.

Modern computer and telecommunications technologies are rapidly changing our organiza-
tions in ways that we do not yet fully understand. Not since the introduction of the electric motor
into industry has there been an innovation so universal in its scope. Lund and Hansen believe that
the time horizons between design and production are collapsing because the design database, once
created, is available for design analysis and evaluation, creating prototypes, control of ultimate
production, and even planning and control of quality inspection. Quicker start-ups and product
changes reduce the optimal size of production runs, reducing the resources tied up in in-process and
finished-goods inventory. Product life cycles will be shortened in many industries. The successful
firms will be those evidencing the flexibility, adaptability, and quick response that computer-based
technologies can provide.

Information technology is making many changes in the organization structure of companies. It
is making long distance communication as simple as pressing a button. Information can be passed
quickly from management to the workers or from team to team. Supervisors do not need to be near
the workers under them in order to pass on orders or to check up on production. Supervisors do
not even need to speak the same language as those they work with because the information can be
translated quickly by using technology. Because of this rapid change in the technology, workers and
managers need to be more skilled in the use of the technology. Organizations may find themselves
in a state of limbo as they try to adjust to the rapidly changing world created by this revolution.

Lund and Hansen also “see a diminishing of the size and importance of centralized corporate
headquarters” as operating decisions are pushed to lower levels (and simpler ones are automated).
Executives will be able to draw figures from central databases as needed to analyze a given situation,
reducing the need for the intermediaries that gather and analyze data today. Tom Peters predicts an
even greater impact—the “complete destruction of hierarchy as we have known it...the biggest
change in organization in thousands of years” because of the access all employees will now have to
all the company’s information.

As computer-based automation replaces conventional processes, it will sharply reduce
the number of workers (and their foremen) needed per unit of output. Factory workers will be
monitoring the production process rather than forming part of it, and they will need at least
the following skills:

=

Visualization (ability to manipulate mental patterns)

Conceptual thinking (or abstract reasoning)

Understanding of process phenomena (machine fundamentals and machine/material
interactions)

Statistical inference (appreciation of trends, limits, and the meaning of data)

Oral and visual communication

Attentiveness

Individual responsibility
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If this view is correct, there will be little future in industry for the uneducated employee and
mechanistic leadership as favored by Frederick Winslow Taylor and, at least until recently, General
Motors, in the factory of the future.

Peter Drucker provided, in 1988, an excellent forecast of today’s emerging organizational styles:

..[In the new information-based organization] it becomes clear that both the number of man-
agement levels and the number of managers can be sharply cut. The reason is straightforward: it
turns out that whole layers of management neither make decisions nor lead. Instead, their main,
if not their only, function is to serve as “relays”—human boosters for the faint, unfocused signals
that pass for communication in the traditional pre-information organization.

Drucker saw four special problems for management as particularly critical in the new information-
based organization:

1.

w

Developing rewards, recognition, and career opportunities for specialists [since opportunities
for promotion into the management hierarchy will drastically decrease]

Creating unified vision in an organization of specialists

Devising the management structure for an organization of task forces

Ensuring the supply, preparation, and testing of top management people [since the progres-
sion of middle management levels that provided this training in the past have diminished]

By late 1994, this revolution in American organizations was well under way. A special Business
Week report, “Rethinking Work,” discusses some of the salient aspects:

1.

Virtual disappearance of job security, replaced by shared responsibility: employers have an
obligation to provide opportunity for self-improvement; employees have to take charge of
their own careers

Increasing demand for well-paid professional and technical workers; decreasing demand
for operators, laborers, craftsmen, clerical staff, and farm workers

Reduced real wages (purchasing power down from 1973 to 1993 by 23 percent for high
school dropouts, 15 percent for high school graduates, 8 percent for college graduates, and
5 percent for those with two years graduate work), increasing the need for the two-income
family

Continuing “downsizing” of staff, with the surviving personnel working longer hours under
higher stress

Increases in part-time, contract, and self-employed workers who are paid only when needed
without the fringe benefits that often add 40 percent to payroll cost

Thomas Friedman, in the book The World Is Flat, describes how an organization structure
will change as a result of the information revolution. First, organizations will start to become flat-
ter as the ability to move information from the top to the front line and back becomes quicker and
cheaper. Layers of management that were in an organization to accelerate the flow of information in
the past will actually slow information and decision making today and will be removed. Next, there
will be less and less support staff as information technology (IT) systems allow users to manage the
process on their own. Today, with electronic calendars, it is easy to set up a meeting, particularly
when room reservations are online as well. Next, business structures will migrate more and more
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toward partnership/outsource models for non-core-related activities. A few examples of areas that
are being outsourced are payroll, accounts receivable, and IT. This outsourcing allows companies
to become more focused on what they do best. There will still be management in charge of all the
functions to facilitate the partnership and contract, but the former structure underneath those man-
agers will be gone. Finally, decision making will be pushed out of central offices down to front-line
employees as the rate of change around new products, partnering, and customer focus accelerates.

Even with these changes, American industry in the twenty-first century will remain interna-
tionally competitive, offering continuing opportunity for those who have the skills and training
needed. Every company has to become transnational in the way it is run. However, individuals
must take personal responsibility for their own careers, to assure they continue to acquire the new
knowledge and skills they will need. Some of the ways the engineering professional can do this are
discussed in Chapter 17.

In the 1990s, more and more organizations were restructured into teams that include the
specialists needed to carry through a project or solve a problem, and that are delegated the
authority (empowered) to make the necessary decisions. That continues in the twenty-first
century. In the modern concept of concurrent engineering (discussed in Chapter 10), teams of
design engineers, marketing people, and production specialists work together to launch new
products earlier.

DISCUSSION QUESTIONS

6-1. You have begun a small, but growing business. What advantages and disadvantages should
you consider before changing it from a sole proprietorship to a corporation?

6-2. As mentioned in the chapter, information technology touches every aspect of our lives. Make
a detailed study on the information technology available today.

6-3. Under what conditions might each of the following logics of departmentation be desirable:
functional, geographic, customer, product, and process?

6-4. Chart an organization with which you are familiar that has at least three organizational lev-
els, and identify the number of people reporting to each manager at each level. How do the
spans of control at the lowest level compare with those at higher level(s)?

6-5. From Question 6-4, select a particular manager and his or her group. Analyze the difficulty
of the manager’s job based on the criteria (subordinate training, nature of jobs supervised,
etc.) provided in the text. In your opinion, does the manager’s actual span of control reflect
the difficulty of that position?

6-6. Discuss the benefits and limitations of virtual teams as compared to nonvirtual teams.

6-7. According to the Woodward and Aston studies, what conditions lead to a formalized, stan-
dardized organizational environment?

6-8. Describe from your experience (or reading) a temporary organization or task force formed to
accomplish some specific purpose. How was it formed, organized, and ultimately disbanded?

6-9. Find out the need and importance of computer-based automation for firms.

6-10. If the development of the information-based organization continues to have the effect on
management predicted by Drucker, what will be the impact on career expectations of engi-
neers and other specialist professionals?
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6-11. Choose an enterprise with which you are familiar that has undergone significant recent reor-
ganization. Compare the new and old organizations with regard to (a) size and influence
of specialized staff, (b) management levels, (c) typical spans of control, and (d) respon-
sibility delegated to nonmanagerial professionals. What other changes occurred in the
reorganization?

6-12. Discuss the strategy you propose to use in your personal career to assure you will remain in
demand in a changing, competitive world.
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Some Human Aspects
of Organizing

PREVIEW

This second chapter devoted to the management function of organizing begins by considering the
steps in staffing technical organizations. The first step is human resource planning, in which the
type and number of people needed in the next six months to a year is established. Next is the pro-
cess of personnel selection. It begins with the job application process from the employee viewpoint
including discussion of effective résumés and cover letters, the employment application, campus
interviews for engineering graduates, reference checks, plant visits, and the job offer. This section
ends with the employer viewpoint with the process of orienting and training the new employee and
appraising his or her performance.

In the second major section of the chapter the nature of authority, the sources of authority, and
power are considered. Next the system of assignment, delegation, and accountability are studied.
The chapter closes with a discussion of committees and meetings: reasons for using them, problems
they present, and methods of making them effective.

Management Functions

Leading |

Planning |

|—‘ Decision Making

Organizing |

NN

Controlling |
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LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

» Describe the steps in staffing technical organizations.
* Discuss the process of an employment application.

* Discuss the nature of authority and power.

» Explain the concepts of delegation.

* Describe the Structure of Committees.

STAFFING TECHNICAL ORGANIZATIONS

The management function of staffing involves finding, attracting, and keeping personnel of the
quality and quantity needed to meet the organization’s goals. Staffing is included in some manage-
ment textbooks as part of the organization function and in others as a separate function, but the
same steps are required. Effective staffing requires first identifying the nature and number of people
needed, planning how to get them, selecting the best applicants, orienting and training them, evalu-
ating their performance, and providing adequate compensation.

Human Resource Planning

Hiring Technical Professionals. Hiring a laborer when jobs are scarce may involve just a call
to the nearest union hall, but hiring quantities of engineers and other professionals, whether new
college graduates or experienced professionals with specific skills, requires planning ahead from
six months to more than a year. Planning for the overall personnel (or human resource) needs of a
large high-technology firm can therefore be quite complex. Following is the process used in one
division of a large aerospace firm to come up with the required quantity and quality of technical
personnel.

1. Document the number of technical personnel of each classification presently on hand.

2. Estimate the number of professionals of each type needed in the near future (six months to
a year) to meet firm contracts and likely potential business.

3. Estimate the expected attrition in the current staff, including (a) resignations as a function
of the national demand for scientists and engineers and the relationship between your sal-
ary scale and that of your competition; (b) transfers out to other divisions and promotion to
higher positions; and (c) retirements, deaths, and leaves of absence.

4. Establish the need for increased personnel as

increase (4) = need(2) — personnel on hand(1) + attrition(3).

Subdivide this increase (4) into (5) new college hires, (6) experienced professionals,
(7) technician support, and (8) other sources.
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5. Each 100 new college hires may require making 200 offers, as a result of 400 candidates
visiting your plant or division, stemming from 600 campus interviews. The campus inter-
views, in turn, might require scheduling trips to 20 campuses to interview 10 students in
each of three interview days. (The factors quoted here will vary with the economy, indus-
try, and employer.)

6. Develop a hiring plan to acquire experienced personnel by using national and local hiring,
employment agencies and “headhunters,” career centers, and employee referrals.

7. Develop a plan to acquire needed technicians and technologists from two- and four-year
technical institutes, B.A. and B.S. graduates in physics and math, discharged military
technicians, advertisements, state and commercial employment services, and employee
referrals.

8. Needs that cannot be met by sources (5), (6), and (7), especially those of too short a duration
to justify permanent hiring, can be met by scheduling overtime, hiring contract (temporary)
engineers, borrowing engineers from other company divisions, and contracting work to
other company divisions or to other companies.

Hiring Managers. A similar plan must be developed for staffing management positions.
Figure 7-1 illustrates what the managerial staffing needs might be from one year to the next for an
organization employing about 300 first-line managers, 200 middle managers, and 100 upper-level
managers. Most middle- and upper-management positions are shown being filled by promotion,
although a few hires at these levels will always be needed where the organization does not already
have someone with the right skills. A healthy organization will have a large annual requirement for
new first-line supervisors, many of whom will be promoted within the company from employees
experienced in a specialty, but often with little experience in management.

Job Requisition/Description. A manager wishing to fill a professional position normally must
fill out a form known variously as a job description or job requisition, which then is approved by
higher management and given to the personnel department as guidance in its search for candidates
who might be considered for the position. Table 7-1 illustrates a typical job requisition.

Table 7-1 Example of Job Description/Requisition

Job Requisition

Title of Position: Research Engineer

Educational Requirements: B.S. in chemical engineering or equivalent

Experience: At least two years in chemical processing, with pilot-plant operation and process development
experience preferred.

Description of Duties:

1. Supervise pilot-plant operations for producing new organic intermediates.

2. Identify and recommend process improvements, including conversion of existing batch methods to a
continuous process.

3. Work with production engineering to design manufacturing plant.

Will Report To: Manager of Chemical Process Research
Salary Range: $45,000 to $50,000 per year




Year 1 Year 2

Upper Management
100 —> Retain 75 (75%) 100

__\\ y F_
20 (20%)
Quit

Middle Management

—> Retain 140 (70%)
225
200

NN o

30 (15%)

Lower Management
—> Retain 165 (55%)

300

45 (15%)
Quit

Figure 7-1 lllustration of typical annual management flow.
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Finding The Job: The Applicant’s Viewpoint

Selecting those applicants who will be offered jobs from among the many contacted in the search
previously described is essentially a filtering process. R€sumés and/or applications are reviewed,
potential candidates are screened in campus or telephone interviews, references are checked, and
applicants who pass through these screens are invited to the company for interviews (and some-
times testing) before job offers are made.

Résumé and Cover Letter. For most engineering professionals, the first impression is
normally made by the résumé, which is submitted with a cover letter in response to an advertise-
ment or as an initial inquiry. The cover letter should be addressed to the appropriate individual
by name, not “Personnel Director” or “To Whom it May Concern.” (Call the company if you do
not have a name.) Normally, the letter begins by identifying the position or type of work you are
applying for and, if appropriate, where you heard of the opening. A second paragraph can state
why that company and position interests you, and describe concisely (a sentence or two) the edu-
cation, experience, and other abilities that have prepared you for the position you seek. A closing
paragraph can refer to the attached résumé, thank the recipient for his or her consideration of it,
and (if appropriate) indicate that you will call within a specified time to inquire about a possible
interview. The cover letter must be impeccable in appearance, grammar, and spelling. A quality
cover letter should encourage the recipient to give your résumé fair consideration; with a poor one,
your résumé may not be read.
The résumé itself includes all or most of the following:

Name, address, e-mail address, and telephone number(s)

Current job position and/or status (such as “graduating senior”)

Current and longer-term employment objectives

Summary of education (formal degrees and continuing education)

Employment experience, with the most recent employment first, emphasizing accomplish-
ment (the longer you are out of college, the more likely this is to precede education in a
résumé)

Publications, significant presentations, and patents

Significant honors and awards

Professional affiliations

“References available on request” (not a requirement on the initial résumé). You need to
have a list of references (who have agreed to serve) when asked for them.

N wh =
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Writing an effective résumé is an important skill that many engineers do not master easily.
An effective résumé normally should not exceed two pages. (Ré€sumés of candidates applying for
academic positions are an exception, since publications and presentations are listed there in detail.)
The résumé should be well organized, concise, faultless in grammar and spelling, and attractively
printed on quality paper. It should also emphasize (without being dishonest) those parts of your
education and experience most applicable to the position applied for, and so an individual may need
several versions of a résumé. Fortunately, with today’s word processing software and laser printers
widely accessible, this is becoming easier. The Internet is a good source for current information on
résumé writing, cover letters, and other aspects of job hunting.
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Today many résumés and cover letters may be submitted electronically. It is very important
that the recipient of the résumé receives it in the intended formatting. You may send it to yourself
first to make sure that is happening. Along with the electronic résumé is an electronic cover letter.
Check with the recipient to make sure this is appropriate. Electronic cover letter tips follow:

 Electronic cover letters best serve as a short, usually one paragraph, introduction to résumés
that you e-mail to individual employers.

* Do open the cover letter with a salutation, but leave off titles. Stick with the person’s first and
last name.

* Do not get casual in your cover letter. Stick to business style and formatting.

Employment Application. If the résumé leads to further interest from a potential employer,
the applicant will typically have to fill out (neatly, of course) much of the same information on an
employment application, arranged in a standard form familiar to interviewers from that organiza-
tion. The application should not ask for race, religion, citizenship or national origin, height, weight,
age or date of birth, marital status, age of children, or require a photograph because of antidiscrimi-
nation laws. The application form needs to agree with the résumé.

Campus Interview. The newly graduating engineer typically makes the first contact with
potential employers in the campus placement interview. Indeed, about half of all campus interviews
are with engineering students, even though they make up only from 4 to 10 percent of all students.
Interview outcomes are a complex dynamic of the attributes of the applicant, of the interviewer,
and of the situation (the physical setting and the economic demand for engineers, for example). The
interviewer needs to learn enough about the applicant to recommend for or against an invitation for
a plant visit, and the applicant needs to learn about the employment opportunities and other advan-
tages (and limitations) of working for the employer. The applicant is well advised not only to read
the potential employer’s placement brochure in advance, but also to learn more about the company
with the help of the university reference library and discussion with classmates and professors who
may know something about the organization. Some students are uncomfortable in early interviews
and do not sell themselves well; many colleges provide the chance for mock interviews, often using
videotape, to help develop this skill. Engineers need to learn to conduct interviews as well, since
they may find themselves interviewing candidates at their plant or back on campus after a few
years’ experience.

Reference Checks. Before inviting an applicant for a site visit, a prospective employer com-
monly checks the references given in an application, or requests them if they have not already
been provided. References for the new graduate include professors and supervisors from part-time
jobs; for the experienced engineer they will be primarily past and (if your employer knows of
your search) current supervisors and coworkers. References may be checked by electronic mail or
telephone.

The applicant must decide in advance whether to waive the right to see the completed refer-
ence forms; the employer will naturally give more credence to references that have been written in
confidence. References often will respond with more candor or reveal more by their inflection and
hesitation in telephone discussions, but they may be hard to reach. Of course, the best reference is
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Some Dos and Don’ts of Cover Letters

* Do follow rules of a standard business letter.

* Do make sure that there are no spelling, grammar, or punctuation errors.
* Do limit letter to one page.

* Do keep a copy of everything that you send out.

* Do make sure your original signature is on everything you mail out.

* Do close with a direct request for some type of action.

* Don’t be generic and impersonal.

* Don’t start every sentence with “I.”

e Don’t use unprofessional language.

* Don’t include personal information that is not relevant to the position.
* Don’t give false impressions.

Source: http://career.sdes.ucf.edu April 2013.

eyeball-to-eyeball discussion with a prior supervisor—this is feasible for intraplant transfers, but
otherwise is used only by the federal government where the proposed position involves security
clearance. An increasing problem with references is the fear of liability if a bad reference is given.
Some employers have a policy of confirming only that a former employee worked under a given job
title during a given calendar period, although these same employers may try to get the maximum
information in reference checks on people they are interviewing.

Site (Plant) Visits. When a company has a strong interest in an engineer or other professional,
it may extend an invitation for a visit to a chosen company location at company expense. For these
visits take extra copies of your résumé with you. Some of the people interviewing you might not
have seen your résumé previously. The applicant should be interviewed by three or four people on
the staff, including one or more supervisors with open position(s) for whom the candidate is being
considered, and at least part of the visit should involve a tour of the area in which the candidate
might work. The candidate’s reaction to the work observed and the type of questions asked give
insight into his or her interest and suitability for the position; at the same time the candidate can
gain insight into the work being done and judge from work observed and answers to his or her
questions whether that might be the right assignment. At some point the personnel office will
provide information on company benefit programs and answer questions on general company
policies. Tuition support of graduate courses, for example, is a policy that many new engineering
graduates inquire about.

Applicants for nonprofessional positions such as hourly production or clerical jobs are more
likely to visit the company employment office as a first step (or second step following a newspaper
ad or telephone inquiry). Here, the personnel office provides the major screening. The applicant
may be required to take tests, which may be of general intelligence, aptitude, ability (such as a typ-
ing test), personality, or interest. Any tests used should first be validated to show that test outcomes
are related to successful job performance, since there are legal and ethical problems in using tests
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that might tend to exclude specific groups of applicants without carefully documented reasons.
Engineering students have already been thoroughly tested in establishing their academic record, and
preemployment tests are uncommon.

At the end of an interview or plant visit it is perfectly proper for the applicant to inquire,
“When do you expect to make a hiring decision?” or “If I haven’t heard from you by [date], may I
call you?” A prompt letter thanking the interviewer for courtesies extended and expressing continu-
ing interest in the company is generally appropriate.

Starting Salary. If an employer is interested in an applicant, sooner or later he or she will ask,
“What salary do you expect?” Often this will occur toward the end of a site visit, and the applicant
should be prepared. It is important to study surveys, talk to colleagues, contact professional associa-
tions in your field, and do an Internet search of wage structures. Remember, everything is not set in
stone. A candidate who replies, “Whatever is your going rate,” will probably be offered the bottom
of the range. Since future salary adjustments in most companies are typically small percentage
adjustments to current salary, inequities in starting salary can be adjusted only slowly.

Experienced engineers will measure their expectations based on the years since their bach-
elor’s degree, graduate degrees if any; the quality of their experience; local cost of living; and other
factors. As a group, engineers earn some of the highest starting salaries among college graduates.
A bachelor’s degree in engineering is required for most entry-level jobs. In Table 7-2 the average
salaries are given for 2012. Salary varies by the region of the country, industry, and by metropolitan
area. More summaries of engineering salaries collected by the Bureau of Labor Statistics may be
found on the Internet.

Table 7-2 Average Starting Salary by Engineering
Specialty, 2012

Type of Engineer Bachelor’s Degree
Aerospace/aeronautical $97,480
Agricultural 71,090
Biomedical 81,540
Chemical 90,300
Civil 77,560
Computer 98,810
Electrical/electronics 87,180
Environmental/environmental health 78,740
Industrial/manufacturing 76,100
Materials 83,120
Mechanical 78,160
Mining and mineral 82,870
Nuclear 99,920
Petroleum 114,080

Source: U. S. Bureau of Labor Statistics, http://www.bls.gov/ooh/
Architecture-and-Engineering/home.htm, September 2012.



Staffing Technical Organizations 177

Job Offer. The employment offer is a standard format letter delineating a specific position and
salary offer, reporting date, position and title, the person the candidate will report to, and often
provisions for moving expenses. An offer for employment is not official until this letter is received.
The candidate should acknowledge the offer immediately. A candidate with other potential offers
in process may ask for a reasonable delay (and then call the other company(ies) and say “I have
an interesting offer from X Corporation, and they are pressing me—when might I hear of your
interest?”) A candidate who already has a better offer from someone else can reply, “I’ve been
offered $Y by Z company—1I’d rather work for you, but this is a factor I’ll have to consider in my
answer.” Striking a balance between demanding too much and selling oneself too cheaply requires
the candidate to have a clear understanding of his or her true worth in the current job market.

Job Application Process—Employer Viewpoint

Orientation and Training. When a new employee reports to work, the employing organiza-
tion needs to help the newcomer become part of the organization by introducing him or her to the
policies and values of the organization as a whole and the specific requirements of the person’s
new department and job. The human resources department normally has the responsibility to tell
the newcomer about fringe benefits such as medical insurance, vacations, tuition reimbursement,
pensions, and the like. This can be accomplished with a short one-on-one discussion on the first day
as the new employee processes through personnel or a more formal presentation periodically for all
new employees; in either case, most organizations of any size will provide every employee a current
edition of an employees’ handbook describing benefit programs.

Engineering Management Applications in a Nonengineering
Environment

WIr
-

After benchmarking successful restaurants nationwide, Pal’s Sudden Service developed a new
drive-through store concept designed for ultra-efficient operation and fast service and it has
a process for everything organizational and operational. The company’s Business Excellence
Process is the key integrating element, a management approach to ensuring that customer
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requirements are met in every transaction. Pal’s training processes support accomplishment of
its objectives and improved business results. The majority of the general staff and hourly man-
agers range in age from 16 to 32. Typically, they view their job at Pal’s as an entry into the job
market, providing a first step toward a long-term career in another industry. These factors cre-
ate a young, inexperienced, transient workforce that must be trained to produce quality results
and make positive direct customer contacts on a regular basis. Their approach to finding good
employees is as follows: Hire for Attitude—Teach the Skills.

Pal’s uses a four-step model to train its employees—show, do it, evaluate, and perform
again—and requires employees to demonstrate 100 percent competence before being allowed
to work at a specific workstation. This may require repeating specific training modules before
demonstrating that level of competence. In-store training on processes, health and safety, and
organizational culture is required for new staff at all facilities via computer-based training,
flash cards, and one-on-one coaching. Since 1995, the turnover rate at Pal’s has decreased from
nearly 200 percent to 127 percent in 2000, and it continues to fall. In comparison, the best com-
petitor’s turnover rate in 2000 topped 300 percent.

Source: Adapted from http://www.nist.gov/baldrige/pals.cfm and www.palsweb.com,
September 2012.

Inculcating the values of the organization, such as attitudes toward ethics, quality, safety,
and customers, is a more difficult task involving establishing attitudes. While these values can
be emphasized in presentations made to new employees by management, to be given credence
they must be evident in their practice by members of the organization. Some large organizations
will spend from three months to a year rotating the new employee through a variety of depart-
ments and jobs to orient the individual to the organization before placing him or her in the first
permanent assignment. Occasionally, a fast-growing organization will have a formal orientation
program set up in which functional managers will briefly describe the nature and function of
their departments. More often, the new employee will be assigned directly to a department and
supervisor.

In any event, the immediate supervisor of the new employee bears the major responsibility
for introducing him or her to the new group and the specific job assignment. Supervisors tend to
be busy with current problems the new employee cannot help with until brought up to speed, and
so they will often hand the new hire a six-inch stack of reports to read for familiarization, and then
get back to the immediate problem. After several days of such isolation the new hire begins to
wonder why he or she is there! The more astute supervisor realizes that there will always be current
problems and spends some time getting the new employee started and thinking through some initial
assignments that will assist in the orientation process. Often, other employees in the group will be
asked to assist by taking the new employee along on visits to other departments, introducing the
new hire, and in the process providing insight into current activities of the immediate group and its
relationships with the larger organization. Frequently, a specific senior member of the group will be
assigned primary responsibility for mentoring the new employee.
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In a more comprehensive sense, orientation and training can be considered to include the total
socialization of the new employee to the environment and culture of his or her new organization.
Pringle et al. describe this well:

The socialization process, culminating with the employee’s transformation from an “outsider”
to an organizational “insider,” may require anywhere from a month to a year, depending on the
particular organization and the individual. Socialization encompasses such formal and informal
activities as learning the job and developing appropriate skills, forming new interpersonal rela-
tionships, and accepting the organization’s culture and norms. From the organization’s perspec-
tive, effective socialization results in order and consistency in behavior.

Appraising Performance. There are several reasons for requiring formal appraisal of an
employee’s performance. In a 1984 member survey by the American Management Association,
86 percent of those responding reported using performance appraisal in determining compensation
(pay and bonuses), 65 percent for counseling, 64 percent to assist training and development, 45 per-
cent for promotion, 43 percent for staff planning, and 30 percent for retention/discharge decisions.
A written record of performance in some consistent form is especially important in large organiza-
tions where personnel are frequently transferred, such as the military service, and in bureaucratic
organizations such as civil service, to justify terminating (firing) poor performers and rewarding
exceptional ones.

Perhaps the oldest and most common technique for performance appraisal is the conventional
rating scale, in which an employee is given a rating by checking one of five or more level-of-
performance boxes for each of a series of attributes. For example, clerical and other hourly workers
in the University of Missouri system are rated in five steps from “Outstanding” to “Inadequate” in
each of (1) knowledge of the work, (2) quality of the work, (3) quantity of the work, (4) attendance
and punctuality, (5) carrying out instructions, and (6) an overall appraisal. Sometimes, each box in
the matrix of attributes and ratings has a word description to help the rater, as shown in the apocry-
phal example in Table 7-3.

The conventional rating system is easy to develop and easy to grade, but it presents a number
of problems. Some raters suffer from a “halo effect,” in which they assign the same rating to every
category; some from a “recency effect,” in which they base their rating only on the most recent part
of the rating period. Raters differ in their interpretation of “outstanding” and the other categories,
and some are more lenient than others in their ratings. Moreover, raters find that they are competing
with their peers in trying to justify promotion or other benefits for their employees, and thus they
soon recognize the competitive need to inflate ratings. In the U.S. Army at one time, over 90 per-
cent of all officers were rated in the top outstanding category, and the designation of being merely
above average threatened a military career. One approach in this computer age is to include the
average of all rating values issued by that rater as a standard of comparison, but that is complicated
and seldom used.

Table 7-4, in which ratings of 80 employees are compared, provides some alternative meth-
ods. The pure rating again places no limit on the fraction of employees who can be rated supe-
rior. In the forced ranking, or ladder, approach only one person can be placed on each step of the
ladder. The rater is forced to discriminate between employees, but has no way to identify employees
considered equal or to indicate significant gaps in ability between two people in the sequence.
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Table 7-3 Rating Scale for Cartoon Heroes

Performance Far Exceeds Exceeds Meets Needs Does Not Meet
Factors Requirements  Requirements Requirements ~ Improvement  Requirements
Quality Leaps tall Must take a Can leap only  Crashes into Cannot recognize
buildings with  running startto  over short buildings when buildings at all
a single bound leap over tall buildings attempting to
buildings leap over them
Timeliness Is faster than Is as fast as Not quite as fast Would you Wounds self with
a speeding a speeding as a speeding believe a slow  bullet when
bullet bullet bullet bullet attempting to shoot
Initiative Is stronger than Is stronger than  Is stronger than Takes bull by ~ Shoots the bull
a locomotive a bull elephant a bull the horns
Ability Walks on water Walks on water ~ Washes with Drinks water ~ Has water on the
consistently in emergencies ~ water knee

Communications Talks with God Talks with angels Talks to himself Argues with Loses those
himself arguments

The modified ranking satisfies these last two objections. In the percentile, or forced distribution
approach, 40 percent of employees must be placed in the third category (average), 20 percent each
in the second and fourth, and only 10 percent in the first and fifth categories.

Most forms used for appraisal of professionals in large organizations involve a combination
of methods. In a 1972 survey of practices of Fortune 500 companies, Hatlan found that 42 percent
included a weighted checklist (conventional rating scale), and 42 percent some form of ranking or
forced distribution. About 25 percent included a self-appraisal, 23 percent included appraisal by
several other managers who were able to observe the individual, and 14 percent had some form of
peer evaluation. About 15 percent emphasized critical incidents, which are specific examples of
good or poor performance, but only 8 percent emphasized a free-form essay on subordinate perfor-
mance (which tests the expository skill of the rater as much as anything). Hatlan found, however,
that the overwhelming majority (97 percent) of appraisal systems surveyed incorporated some form
of management by objectives (MBO), which was discussed in Chapter 4.

Ranking or forced distribution methods have some logic to them, but in a culture that prefers
to believe (with the Garrison Keiler’s Prairie Home Companion radio show) that “all our children
are above average,” it has serious drawbacks. Many supervisors like to believe that their employees
are all superior. Engineers who are doing effective work are hardly motivated by an “average” clas-
sification and may be encouraged to look elsewhere if placed in category 4 out of 5. Moen describes
actions of companies such as General Motors and American Cyanamid Company in eliminating the
use of forced distribution systems, and he paraphrases the appeal of quality guru Deming for more
motivating appraisal systems:

He suggests that the [old] systems of rewards nourish the win-lose philosophy and that they
destroy people. Companies must adopt a win-win philosophy of cooperation, participation, and
leadership directed at continuous improvement of quality
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The primary emphasis in appraisal today, therefore, is on the contribution made toward
achieving organizational objectives, which is the reason that personnel are employed to begin
with. And with the increased emphasis on teamwork, there is greater emphasis on rewarding team
members for team (or even total organization) performance rather than just individual perfor-
mance. The engineering manager needs to find a happy median between team and individual
recognition.

AUTHORITY AND POWER

Other important human considerations in organizations, once they have been properly staffed,
include the nature of authority and power and their effective delegation. These are considered in this
section and the next.

Nature of Authority

Formal Authority. The traditional view of authority is legitimate power, the right, based on
one’s position in an organization, to direct the work activities of subordinates. In the United States,
formal authority over employees of corporations is thought to stem from society as a whole, through
the guarantee of private property in the Constitution of the United States. Individuals invest their
assets in corporate stock and elect a board of directors, delegating to them the right to manage their
invested assets. The board, in turn, elects the executive officers of the corporation and they appoint
subordinate managers, delegating authority to appoint lower-level managers. In this way the direc-
tion received by the lowest-level employee from his or her supervisor or foreman can be traced
to the ownership authority of stockholders. Similarly, authority over government workers stems
from national or state constitutional authority conferred on the legislative and executive branches of
government, who in turn delegate authority and direction to the leaders of military and government
agencies.

Acceptance Theory of Authority. Chester Barnard, on the other hand, believed that authority
originates when subordinates choose to accept the directives of superiors. According to Barnard the
following is true:

If a directive communication is accepted by one to whom it is addressed, its authority for him is
confirmed or established. It is admitted as the basis for action. Disobedience of such a communi-
cation is a denial of authority for him. Therefore, under this definition the decision as to whether
an order has authority or not lies with the persons to whom it is addressed, and does not reside in
“persons of authority” or those who issue orders.

Despite this, we know that the overwhelming majority of requests or directives from superiors
are, indeed, complied with. When a person enters employment with an organization, he or she is
tacitly agreeing to accept any directives toward which the employee feels no strong objection.
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Sources of Power

French and Raven have divided the sources of power and influence into five types:

1. Legitimate or position power (authority), stemming from one’s appointment or election
as leader

Reward power, the power to reward others for cooperation

Coercive or punishment power, stemming from fear of punishment

Expert power, stemming from a person’s capability and reputation

Referent power, based on an attraction to or identification with another individual (or the
program or cause that person is leading) that makes the follower want to behave or believe
as the other does; it is similar to what is commonly called charisma, a special personal gift
for inspiring others that is easier to give examples of than to define.

neEwb

Thamhain bases his System I style of engineering program management on the first three of these
five “bases of influence” (legitimate, reward, and coercive power), which derive primarily from
one’s formal position, and which are normally sufficient to obtain adequate (if not enthusiastic)
response in traditional bureaucratic structures. In many jobs that engineers hold in modern “high-
tech” organizations, and especially in project management, the formal authority granted is not
enough to persuade others to get the job done. In this case, the combination of expert and referent
powers Thambhain calls System II style, which stem primarily from one’s personal capabilities and
reputation, are necessary for effective leadership. Even when System I power is ample, the addition
of System II influence makes the manager even more effective.

Pringle et al. list some sources of power in addition to sources listed above that have been sug-
gested by others: (1) power through access to important individuals, (2) power obtained through
ingratiation or praise, (3) manipulative power, (4) power of persistence or assertiveness, and
(5) power gained through forming coalitions. Engineers may feel that they should automatically be
granted enough power to get the job done and may find the “office politics” involved in acquiring
power distasteful. Humphrey takes a more pragmatic approach:

While power is the ability to cause action, politics is the art of obtaining power. Power and
politics are important management concerns because they form the basis for all dealings between
managers.

Status and Culture

Status refers to one’s standing within a group or society in general, and it may lead to deference or
special privileges. Two types may be distinguished. Functional status derives from one’s type of
work or profession; it explains the deference shown to the physician in a hospital or (sometimes) the
professor in a nonacademic setting. A scientist may try to maintain his or her status, for example,
by hanging a lab coat in a conspicuous spot and demanding a new computer on his or her desk. The
other is scalar status, due to one’s level in the organization. In some companies an engineer may
begin in the bullpen (a sea of desks in a common room), share a head-high enclosure with one other
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person as a senior engineer, get a private office with a desk and table as a supervisor, and as a higher
manager have both an adjoining conference room and a Administrative Assistant. At some point,
the engineer may no longer be required to clock in his or her time card and, at a higher level, may
finally get a key to the mythical executive washroom.

In some organizations, such trappings are deliberately avoided to lessen the social distance
between different levels of the organization and to promote close cooperation between all members
of the feam. The president may close the executive lunchroom, eliminate time clocks entirely, and
walk in from the edge of the parking lot. One may describe the collectivity of such practices and
habits as the corporate culture; corporate executives should try to foster in their organization the
culture that will be most effective in achieving the goals of the organization.

DELEGATION

Assignment, Delegation, and Accountability

Three interrelated concepts of importance are the assignment of duties, delegation of authority, and
exaction of accountability, as shown in Figure 7-2. Managers use their authority to assign duties
to subordinates, making them responsible for carrying out the specified activities. This assignment
proceeds in stages from top management down. A company president may assign responsibility
for all technical matters to the vice president for research and engineering; the vice president may
assign responsibility for all project matters to a chief project engineer, who in turn assigns the duty
of carrying out a specific project to engineer X.

Once a subordinate has been assigned tasks to perform, it is important to provide him or her
with the resources needed to carry out the assignment. This is called delegation of authority and
can include authority over people who will be needed to carry out the assignment as well as finan-
cial authority to acquire the equipment, perform the travel, or make other commitments of resources
needed. Like assignment of duties, delegation of authority proceeds in stages from top manage-
ment down. It is an essential management precept that “authority should be commensurate with
responsibility,” so that a subordinate has enough authority to carry out assignments effectively.
Unfortunately, in many cases (especially in managing projects) the engineer is not given enough
authority, and he or she must rely on personal influence, persuasion, or the threat (veiled or not) of
appeal to higher authority.

When the manager has assigned duties to a subordinate and delegated the authority to carry
them out, he or she is still not through. The manager must exact (insist on or require) accountability

Manager
Assigns Delegates Exacts
duties authority accountability
to to from

Subordinate

Figure 7-2 Assignment, delegation, and accountability.
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from the subordinate by making the subordinate responsible to the manager for carrying out the
duties and reporting progress periodically. The manager has now made the subordinate “responsible
for” the task and “responsible to” report progress, but the manager is still accountable (responsible)
to the next higher level of executive to assure that the task is effectively carried out—hence the say-
ing “you can’t delegate responsibility.”

Reasons for Delegation

Delegation relieves the manager of work the subordinate is capable of doing, substituting the need
to assure that the work is actually done. The subordinate, on the other hand, is given a chance to
develop his or her skills by being delegated more and more responsible problems. While some sub-
ordinates prefer the security associated with very detailed supervision, those with the most future
potential will respond favorably to the delegation of increasing responsibility and initiative. Further,
delegation tends to locate decision making closer to the work being performed, and this often results
in more practical and prompt decisions.

Barriers to Delegation for Engineers

The engineer has been trained in a rigorous discipline and has been held responsible for every
calculation and every decimal place through four or more years of college and subsequent years
of engineering practice. When an engineer becomes a manager, however, he or she must now
be responsible for the work of other people, and this can be especially threatening to the engi-
neer. The engineer-manager has the responsibility to train new subordinates carefully (often with
the help of his or her more experienced subordinates) and to assign jobs within the capability of
the subordinate.

Just as a mother needs to cut the apron strings that limit the growth of a child’s capability,
the manager needs to give subordinates increasing room to grow in capability, which comes only
through practice in carrying out increasingly difficult assignments. This requires the manager to
let subordinates do their own work, even though the manager might do it more quickly or in
some way better. (The subordinate has more time, and as long as the subordinate’s decision is
appropriate, it need not be the same one the manager would make.) The manager must realize that
subordinates will make errors (just as managers do), and learn to trust subordinates as they gain
skill, yet institute a set of broad controls to assure that those decisions that are truly critical are
properly reviewed.

Insecure managers load themselves with their subordinates’ problems through inadequate
delegation. Oncken and Wass in their classic “Management Time: Who’s Got the Monkey” give
examples of how this can happen: subordinate meets manager in the corridor with “Boss, we’ve
got a problem.” The manager responds with “I’m in a rush—I’ll get back to you” or “Send me a
memo.” In the first case the “monkey” (responsibility for the next action on the problem) has just
jumped from the back of the subordinate to that of the manager; in the second case it will come
riding in that afternoon on the requested memo.

Oncken and Wass recommend, instead, calling the subordinate in for an interview whose stated
purpose “is to take a monkey (problem), place it on the desk between them, and figure out together
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how the next move might conceivably be the subordinate’s.” They propose that the manager estab-
lish the following ground rules for such interviews:

At no time while I am helping you with this or any other problem will your problem become my
problem. The instant your problem becomes mine, you will no longer have a problem. I cannot
help a man who hasn’t got a problem.

When this meeting is over, the problem will leave this office exactly the way it came in—on your
back. You may ask my help at any appointed time, and we will make a joint determination of
what the next move will be and which of us will make it

Oncken and Wass recognize five degrees of initiative: (1) wait until told (lowest initiative); (2)
ask what to do; (3) recommend, then take resulting action; (4) act, but advise at once; and (5) act
on own, then routinely report (highest initiative). Managers need to eliminate levels 1 and 2 as early
as possible, requiring the completed staff work of level 3 (bringing a suggested solution with each
problem), and progressing to levels 4 and 5 in most problems as soon as the experience of the sub-
ordinate justifies this.

Decentralization

As organizations become larger, it no longer is effective (or even feasible) to make all decisions
at the top. Alfred Sloan, Jr., recognized this when he introduced decentralized management to
General Motors (GM) in about 1920. This concept, which permitted the tremendous early growth
achieved by GM, essentially involves the widespread use of delegation throughout the organization.
Lower-level decisions can usually be made more rapidly and can often be better than higher-level
decisions because they are made closer to the problem.

In times of growth, when opportunities abound if seized promptly, decentralized manage-
ment can be very effective. This is especially true where the profit center concept can be imple-
mented, and the lower-level manager can be given responsibility for the major factors (usually
both production and sales) that determine the profit contribution from a particular product, held
accountable for results, and rewarded for success. Recent reshaping of corporate structures has
resulted in elimination of several levels of middle management and concurrent increases in the
number of people reporting directly to each surviving manager. Just to survive in the modern
organization, today’s managers must learn to delegate more and to coach rather than command
subordinates.

The hazard inherent in decentralization is loss of control at the top, and Sloan’s contribu-
tion was the effective balance of decentralized management with centralized control of key
decisions (often the allocation of major financial resources). If top management does not retain
this control, decisions made at lower levels can bankrupt the company. Especially in times of
recession and financial losses, where expenses must be cut and hard decisions on reducing
operations and personnel must be made, effective top management may have to institute some
recentralization, taking back some decision-making authority that was earlier delegated in order
to avert disaster.
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COMMITTEES

A committee is created when two or more people are officially designated to meet to pursue some
specific purpose. A committee is a type of small deliberative assembly that is usually intended
to remain subordinate to another, larger deliberative assembly. Committees may be found in
every type of organization: large and small, public and private, profit-making, governmental, and
volunteer. Some (standing) committees may have indefinite life and may be required in an organi-
zation’s bylaws; others (ad hoc) may be appointed for a specific purpose and be discharged when
the purpose is met.

Reasons for Using Committees

Committees provide some definite advantages over actions by single individuals. Some of the more
important reasons for using committees follow.

Policy Making and Administration. The highest level in most organizations is a policy-
making committee, which may be called the board of directors, city council, or some other name.
Such a group typically meets monthly or quarterly. Between such meetings, operating decisions are
often made by a subset of this group, called an executive committee or by a general management
committee consisting of the major executive officers.

Representation. Organizations have many committees composed of representatives selected
from each organizational unit affected by a particular class of problems. Universities abound in such
committees, from the academic senate and graduate council to the tenure committee, publications
committee, and many more, and they are present in all organizations of any size that make any pretense
of participative management. Committee members are supposed to reflect the opinions and needs of
the units that sent them in group deliberation. In engineering design, for example, the configuration
control board needs to know the impact on cost and schedule of a proposed system design change
from all affected areas. Representatives from production, training, documentation, scheduling, and
subcontracting as well as affected design engineering groups may be part of that committee to assure
that the effect on their functional responsibility is considered before a change is made.

Sharing Knowledge and Expertise. Engineers meet many situations where no one person
has the knowledge necessary to solve a complex problem or carry out a complex function. The
engineering design review, for example, requires the participation of reliability, quality, safety, and
manufacturing engineers and other specialists in addition to the original designers to assure that a
complex new system design is ready for production.

Securing Cooperation in Execution. Committees consisting of the leaders of affected groups
or their appointed representatives can identify any problems created by a proposed change in opera-
tion. In the ensuing discussion their viewpoint is fully aired, and when the change takes place,
they should at least feel that they had their “day in court.” Japanese companies are famous for the
(in Western eyes) interminable meetings used to achieve consensus; once consensus is achieved,
however, implementation may be very rapid and trouble-free. The American model, on the other
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hand, values decisive executive decision making, but this speed is often at the expense of a lack of
cooperation or even opposition when the executive tries to impose this solution on managers who
had no part in the decision.

TEAMS

As discussed in the last chapter, teams have become an integral part of the workforce and have
largely taken the place of committees. Today teamwork is essential within modern industry. One of
the principles for management of the modern enterprise is teaming. A team is defined as follows:
a small number of people who are committed to a common goal, objectives, and approach to this
goal that they are mutually accountable to reaching. A group in itself does not necessarily constitute
a team. Teams normally have members with complementary skills and generate synergy through a
coordinated effort, which allows each member to maximize his or her strengths and minimize his
or her weaknesses. Team objectives, size, and composition affect the team processes and outcomes.
The optimal size (and composition) of teams is debated and varies depending on the task at hand.
There is no one model or ideal as far as team size goes. But team size is certainly a factor in team
performance.

A critical factor to keep in mind is the importance of justifying the presence of each and every
member on the team. The key deciders should be the individual roles, the complexity of the task,
and the need for a certain number of people to execute the job effectively. Overall, research does
seem to indicate that ultimately, small is the better way to go when forming a team. At least one
study of problem solving in groups showed an optimal size of groups at four members. Other works
estimate the optimal size to be between 5 to 12 members.

DISCUSSION QUESTIONS

7-1. Outline the steps a large high-technology organization takes to identify its plan for personnel
acquisition for the next year. Identify the uncertainties that apply to each step.

7-2. What is the importance of reference checks in an organization? Find out what reference-
checking methods are used by some companies of your choice. Discuss these methods.

7-3. Company representatives take a wide variety of approaches to campus interviews. Critique
the approaches used by several such interviewers and your own preparation for and responses
to them.

7-4. If you have been invited to a site (plant) visit as a result of a campus (or other) interview,
what preparation can you make to optimize the outcome of the visit?

7-5. What are the governing parameters for the management to decide about centralizing or
decentralizing different teams/units? List the risks involved in each case.

7-6. List and discuss different appraisal methods for employees commonly used in companies.

7-7. Find out the techniques adopted by some firms to share/transfer the knowledge gained on
various projects by members of different teams.

7-8. It is a management dictum that authority should be equal to responsibility. Identify situations
where this is not true, and suggest how this weakness might be compensated for.
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7-9. Is it reasonable that managers from backgrounds other than engineering might find delega-
tion easier? Support your conclusion.
7-10. Describe the purpose, size, preparation for, conduct, and follow-up involved in a committee
meeting with which you are familiar, and critique each of these. Could a team have handled
the material better?
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Controlling

PREVIEW

Controlling is a critical function because it ensures that all the management functions of lead-
ing, planning, and organizing. As well as the mechanical processes of an organization, perform
as planned. Controlling includes establishing performance standards, which are aligned to the
company’s objectives, and also involves evaluation and reporting of actual job performance.
A pivotal role of the manager is to control the progress made towards achieving the plans set by
senior management. Monitoring the progress made entails identifying and correcting variances
from the planned progress.

This chapter begins by introducing the steps in the classical control process, three types
of control, and the characteristics of effective control systems. Most of the chapter deals with
financial controls since they are one of the items on a roadmap for economic success. Human
resource controls such as management audits, human resource accounting, and social controls are
discussed briefly. Finally, other nonfinancial controls that will be discussed in later chapters
are mentioned.

Management Functions
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LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

» Describe some of the important elements for establishing financial controls.
» Explain balance sheets, income statements, and ratios.
» Explain different nonfinancial control systems.

THE PROCESS OF CONTROL

Steps in the Control Process

Perhaps the simplest definition of controlling, attributed to B. E. Goetz, is “compelling events to
conform to plans.” Shannon in his management book states that “control techniques and actions
are intended to insure, as far as possible, that the organization does what management wants it
to do.” Control is a process that pervades not only management, but technology and our every-
day lives. Effective control must begin in planning; as shown in Figure 8-1, planning and control
are inseparable.

The steps in the control process are simple.

e The first step, establishing standards of performance, is an essential part of effective
planning. Standards should be measurable, verifiable, and tangible to the extent possible.
Examples are:

* standard rate of production established by work measurement;
* budgeted cost of computer usage;

* targeted value for product reliability; or

* desired room temperature.

* The second step (and the start of the actual control process) is measurement of the actual level
of performance achieved.

» The third step is comparison of the two, measurement of the variance (deviation between
them), and communicating this deviation promptly to the entity responsible for control of this
performance, so that they might identify what changed to cause the deviation to occur and
identify potential corrective actions.

* The final step is taking corrective action as required to “compel events to conform to plans.”

Mechanical Process Control

Closed-loop control, also known as automatic or cybernetic control, monitors and manages a pro-
cess by means of a self-regulating system. The essential feature of cybernetic control is a strong
feedback system. The common home thermostat provides a simple example of an automatic control
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1. Establish

standards A

2. Measure actual
performance

3. Compare
performance with
standards

4.Take corrective
action j

Figure 8-1 The control process.

process. A desired (standard) temperature is set by adjusting a lever or wheel on the thermostat.
A mechanism such as a bimetallic strip or bellows converts the actual temperature surrounding the
thermostat into physical movement. When the variance between desired and actual temperature
exceeds some design maximum, sensor movement creates an electrical contact that communicates
a signal to the correcting entity, in this case the control of a furnace or air conditioner, and the vari-
ance is automatically corrected. A more complex application is the automatic control of a nuclear
reactor, designed to shut down the reactor under conditions of power surges that could become
catastrophic long before a human operator could react.

Open-loop, or noncybernetic, control requires an external monitoring system and/or an exter-
nal agent to complete the control loop. Frequently, the automatic part of the control system provides
a warning of a variance from planned values, but then human judgment is required to identify the
reason for the variance and to determine corrective action. Even systems that are automated (cyber-
netic) in the short run are ultimately open loop, because they permit an external agent to adjust the
standard (or set point). Cruise control on an automobile, for example, operates automatically, but it
may be turned off or set to a different speed by manual control.

In engineering management the last step in the control process, corrective action, usually
requires human judgment. Consider the action required when a machining process fails to maintain
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a specified tolerance of = 0.01 centimeter about some specified (planned) dimension. The prob-
lem (and its resolution) might include any of the following:

* The machine used is too worn to maintain such a tolerance (and should be fixed or replaced).

* The operator is not skilled enough to achieve the desired result (and needs training).

» The tolerance specified is more than can be reasonably achieved in the material being
machined. (The designer should be asked to relax the specification or choose a more tolerant
design or material.)

The choice among these solutions and others requires thought and decision making; the control
system has done its job when it brings the problem and information surrounding it to the appropriate
decision maker.

Three Perspectives on the Timing of Control

Feedback Control. Engineers are usually comfortable with the idea of feedback systems, in
which the output of a system can be measured and the variance between measured and desired
output is used to adjust the system. Thus the rotational speed of a machine can be measured by the
effect of centrifugal force on rotating balls (the traditional “governor”), and the difference between
this physical movement and the desired (standard) value can be used to adjust the speed. The previ-
ous thermostat example is also a feedback system. Such feedback control (also called post-action
or output control) is quite effective for continuing processes or for repetitive actions. For example,
the lessons learned in building past McDonald’s restaurants have certainly been used to make the
next thousand restaurants more efficient. But for many applications, managers cannot afford to wait
until an activity or product is complete before examining it, because the cost, risk, and schedule
consequences of late discovery of failure are unacceptable.

Screening or Concurrent Control. Controls may also be applied concurrently with the effort
being controlled. A new engineer may be given an unfamiliar assignment one step at a time, with
review by the supervisor after each step. A production schedule may include several in-process
inspection points so that further investment in defective parts can be avoided. A baseball coach
will observe the effectiveness of a pitcher literally one pitch at a time, prepared at any point to
start warming up a replacement in the bullpen. However, concurrent control can be expensive and
stifling of initiative and can lead to inactivity while awaiting the next inspection.

Feedforward (or Preliminary or Steering) Control. The essence of feedforward control
is a system that can predict the impact of current actions or events on future outcomes, so that
current decisions can be adjusted to assure that future goals will be met. Engineers and managers
have many applications where controls must be applied in the early phases of a project or program.
A nuclear power reactor may take 10 years to produce, and the construction project manager
needs management tools that will predict, as the project progresses, whether it is likely to be
completed on time and within budget. As the project continues, control over the early tasks in this
system gives us feed forward control over the total project duration. The earned value methods of
Chapter 14 provide the same sort of feedforward control of costs. In the same chapter management
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tools, such as work breakdown structures and network systems (PERT or CPM), that enable us
to identify the longest “critical path” of tasks that must be completed in sequence to complete the
project are discussed.

Examples of feedforward control in manufacturing include careful screening of sequences for
machine operations, inspection of raw materials, and preventive maintenance of machines, all in
an attempt to reduce (control) later production problems. The prudent taxpayer does not wait until
April 15 to discover his or her tax liability for the previous year; he or she tries to estimate it
before the year ends in order to manage cash contributions, sales of stock, and other actions before
December 31 to reduce or defer tax. Similarly, the comptroller of a corporation will try to forecast
the next period’s revenue and sales so that cash will be ready when needed (and effectively invested
when not). These also are examples of feedforward control.

Characteristics of Effective Control Systems

An effective control system should satisfy most of the following criteria:

* Effective. Control systems should measure what needs to be measured and controlled.

* Efficient. Control systems should be economical and worth their cost.

* Timely. Control systems should provide the manager with information in time to take correc-
tive action. A tax accounting system is expected to show costs to the nearest dollar, but it does
not need to do so for the year ending December 31 until the following April 15. A control
system for monthly expenses, however, might be satisfied with +5 percent accuracy, but
demand information within a week after the end of the month measured.

* Flexible. Control systems should be tools, not straitjackets, and should be adjustable to chang-
ing conditions.

* Understandable. Control systems should be easy to understand and use, and they should pro-
vide information in the format desired by the users.

* Tailored. Where possible, control systems should deliver to each level of manager the infor-
mation needed for decisions, at the level of detail appropriate for that level.

* Highlight deviations. Good control systems will “flag” parameters that deviate from planned
values by more than a specified percentage or amount for special management attention.

* Lead to corrective action. Control systems should either incorporate automatic corrective
action or communicate effectively to an agent that will provide effective action; this is why
the control system exists.

FINANCIAL CONTROLS

Engineers need to know about financial controls because their continued employment may be
dependent upon how they support and contribute to their company’s “bottom line.” Many busi-
ness owners do not realize that financial statements have a value that goes far beyond their use
to prepare tax returns or loan applications. Financial controls include financial statements (espe-
cially the balance sheet and income statement), financial ratios used in ratio analysis, financial and
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operating budgets and the nature of the budgeting process, and financial audits. Financial state-
ments provide the basic information for the control of cash and credit, which are essential to the
survival of a company.

Budgets

Budgets are perhaps the most common and universally used control techniques. This would be
the first step in the financial control process. Budgets are plans for the future allocation and use of
resources (usually, but not always financial ones) over a fixed period of time. The budgeting pro-
cess forces managers to think through future operations in quantitative terms and obtain approval
of the planned scope of operations, and it provides a standard of comparison for judging actual
performance in the control process.

Financial budgets describe where the firm intends to get its cash for the coming period and
how it intends to use it. There are three common types. Cash budgets estimate future revenues
and expenditures and their timing during the budgeting period, telling the manager when cash
must be borrowed and when excess cash will be available for temporary investment. Capital
expenditure budgets describe future investments in plant and equipment. Because expendi-
tures for fixed assets require their use for an extended period to recover the investment, capital
expenditures usually are scrutinized more carefully by upper management than are operating
expenditures. Finally, a balance sheet budget uses the previous two estimates to predict what
the balance sheet will look like at the end of the budgeting period.

For closer control, organizations are divided into responsibility centers. Expense or cost centers
are those (such as manufacturing units or staff offices) where the manager’s primary financial con-
cern is control of costs. In a revenue center, such as sales or marketing, the manager has revenue
targets to meet. Where an organization can be divided into business units containing both produc-
tion and sales of a distinct product so that profit centers are created, the manager has more freedom
to manipulate costs in order to increase profit.

Where one unit of a company has as its primary customer another unit of the same company,
the transfer price credited to one profit center and debited to the other must be established with care,
especially where no accurate market price for the product exists. Not only does this price establish
which unit makes the most apparent profit but (where the units are in different states or countries) it
also determines the amounts and beneficiaries of tax receipts on these profits.

Operating budgets can be created for each of these responsibility centers. These also are of
three (corresponding) types: the expense budget; the revenue budget; and the profit budget, which is
a combination of the other two for-profit centers.

Budgeting Process. Budgets can be prepared by a central staff group and imposed on everyone
by top management (the “top-down approach”), but this approach is usually unwise. It does not take
advantage of information from lower management levels that would improve the budget process,
and it does not foster commitment from lower managers to conform to the budget. Alternatively,
budgets could be prepared at the responsibility center level and then just added up, but such budgets
tend to be inflated and often do not consider adequately upper management’s goals and objectives
for the coming period.
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Many organizations employ a combination of these two approaches. Top management first pro-
vides guidelines for the budgeting process, including estimates of future sales and production levels
and changes in priorities to meet new objectives. After middle management has provided more
detail, the various responsibility centers prepare proposed revenue and expense budgets. These are
merged, “massaged” (modified), and negotiated at each middle management level, approved at
the top, and then passed back down as operating guidelines for the coming period.

Budgets are frequently proposed and approved as percentage increases or decreases in current
levels, which makes it difficult to change priorities in resource use quickly to meet new priorities.
The technique of zero-base budgeting was developed to overcome this problem. Each responsibil-
ity center develops a budget package with a core of resource expenditure that is absolutely necessary
to meet next year’s objectives, and one or more supplemental additions required to do the job more
effectively or to carry out “nice-to-have” functions. Packages and supplements are then ranked on a
cost-benefit basis at each management level, and top management allocates resources to meet orga-
nizational goals, which may require expansion of some units and shrinking or elimination of others.

Budgets should be tools, and management should be flexible in adapting them as conditions
change, however, in the government budgets are generally not flexible as they are authorized by
Congress at a high level and the organizations must live with them. Many budgets are valid only for
the level of production and sales on which they were based; thus, when the level of output can vary
substantially, a variable budget is needed. In such a budget, costs for labor, materials, and certain
overhead and sales costs are set up as functions of output, while others are kept fixed. For a given
month, for example, budget expenditures might be authorized at the level corresponding to 60 per-
cent of capacity.

Cost Accounting

The financial budgets just discussed are plans for the future in quantitative (dollar) terms. Before
effective decisions for the future (plans) can be made, the costs of alternative decisions must be
understood. Historical accounting systems that determine the profitability of past operations are
needed to determine income tax liability and produce quarterly and annual reports for stockholders,
but they are often not adequate for determining if particular products, whether produced in the past
or proposed for the future, have been or will be profitable. To find that out, costs must be divided
among (allocated to) specific products, and this is the arena of cost accounting.

Example

Assume that a plant produces 4,000 units of product A and 1,000 units of product B, and that
each unit (whether A or B) requires one hour of direct labor at $10.00 per hour. Total labor
cost is therefore $10.00 (4,000 + 1,000), or $50,000. Now if supervisory effort costing $5,000
is required to coordinate this production, it might be reasonably assumed that each hour of
direct labor requires a proportional amount of supervision, resulting in an overhead or burden
charge of $1.00 per direct labor hour, and a total cost for labor and supervision of $11.00 per
unit (whether A or B).
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Now, assume that costs of setting up the production line for products A and B total $8,000.
If we allocate this overhead cost in proportion to direct labor, it will amount to $8,000/5,000, or
$1.60, and we will now have a unit cost of $12.60 for both products A and B. However, this setup
cost may represent one $4,000 setup activity for each of the products A and B, so that a fairer
representation of setup cost would be $4,000/4,000, or $1.00 per unit of A, and $4,000/1,000, or
$4.00 per unit of B. Now we find that the unit costs for direct labor, supervision, and setup total
$12.00 for product A and $15.00 for product B. Knowing this, we may try to get a higher price
for product B or we may want to quit making it.

Historically, direct labor formed the major part of manufacturing costs, and distribution of
overhead costs in proportion to direct labor hours or direct labor dollars was often an acceptable
estimate. With modern automation, direct labor costs are often reduced to less than 10 percent of
total costs, and allocation of overhead costs by activity-based costing, as illustrated in our simple
example of setup costs, becomes essential for making good decisions.

Financial Statements

The next step in the control process is to measure actual performance and this is what financial
statements do. The balance sheet or statement of financial position is a summary of the financial
balances of a sole proprietorship, a business partnership, a corporation or other business organiza-
tion. The balance sheet shows the firm’s financial position at a particular instant in time—a financial
“snapshot,” as it were. This snapshot is usually the financial status at the end of a calendar year or
a financial year. The interval can be shorter, for example, at the end of a quarter. The balance sheet
includes assets, liabilities, and equity.

Assets are what the company owns and consist principally of current assets (assets that can
be converted into cash within a year) and fixed assets (property, plant, and equipment at original
cost, less the cumulative depreciation of plant and equipment [but not land] and depletion of natural
resources since they were purchased).

Liabilities are what the firm owes and consist of current liabilities that must be paid within
a year and long-term debt. The difference between assets and liabilities is the net worth or equity
of the stockholders, and it consists of the original investment (what was paid in for common and
preferred stock) plus the refained earnings (the cumulative profits over the years after dividends
are paid).

Net worth is what is left over after liabilities have been subtracted from the assets of the busi-
ness. In a sole proprietorship, it is also known as owner’s equity. This equity is the investment by
the owner plus any profits or minus any losses that have accumulated in the business.

Formally, shareholders’ equity is part of the company’s liabilities: they are funds "owing"
to shareholders (after payment of all other liabilities); usually, however, "liabilities" is used in the
more restrictive sense of liabilities excluding shareholders’ equity. If liability exceeds assets, nega-
tive equity exists. Table 8-1 gives an example.
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Example

Table 8-1 Balance Sheet, Sterling B. Chemicals, Inc., December 31, 2012

ASSETS

Current assets
Cash
Securities (at cost)
Accounts receivable

Inventories (at lower cost or market)
Raw materials and supplies
Work in progress
Finished goods

Prepaid expenses
Total current assets

Property, plant, and equipment
Less accumulated depreciation and depletion
Net property, plant, and equipment

Total Assets

LIABILITIES AND STOCKHOLDERS’ EQUITY
Current liabilities
Accounts payable
Installments due within one year on debt
Federal income and other taxes
Other accrued liabilities
Total current liabilities

Long-term debt
Total Liabilities

Stockholders’ equity
Capital stock
Retained earnings

Total equity

Total Liabilities and Equity

$150,000
100,000

200,000
180,000
300,000

4,500,000
2,400,000

$100,000
30,000
250,000
120,000

500,000
1,460,000

$250,000
400,000

680,000

30,000
$1,360,000

2,100,000
$3,460,000

$500,000
1,000,000
$1,500,000

1,960,000
$3.460.000

In this example the assets include current assets, inventories, prepaid expenses, and property. It gives
total assets of $3.46 million. Liabilities include accounts payable, installments due within one year, tax,
and other accured liabilities. This gives $1.5 million for the total liabilities. The stockholders’equity is
equivalent to the company’s net worth or its assets after subtracting all of its liabilities. In this case, that
is $3,460,000 — $1,500,000 = $1,960,000 for total equity. For legal and accounting reasons it is separated
into $500,000 for capital stock and the retained earnings are $1.46 million. Thus, the two halves are

always in balance.
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An income statement (see Table 8-2), also called a profit and loss or revenue and expense
statement, shows the financial performance of the firm over a period of time (usually a year or
a month).

Example

Sterling B. Chemicals had net sales of about $3.05 million for 2012. Production costs (materi-
als, labor, and production overhead costs) were $2 million, and the depreciation and depletion
related to 2008 production were $250,000. Selling, advertising, and shipping cost $100,000, and
“general and administrative” expenses (“G&A,” the cost of general management, R&D, and
miscellaneous activities not chargeable elsewhere) were $200,000. Subtracting the total expense
of about $2.55 million from net sales leaves an operating profit of $500,000. After adjusting for
interest and other nonoperating income and expense, the pretax income is found to be $540,000,
and the net income (after taxes) is $280,000. The board of directors decided to return part of
net income ($320,000) to the stockholders-owners as dividends and to reinvest the rest on their
behalf as an addition to retained earnings.

Table 8-2 Income Statement, Sterling B. Chemicals, Inc., December 31, 2012

Gross sales $3,200,000

Less returns and allowances 150,000
Net sales $3,050,000

Less expenses and costs of goods sold

Cost of goods sold 2,000,000

Depreciation and depletion 250,000

Selling expenses 100,000
General and administrative expenses 200,000 2,550,000
Operating profit $500,000
Plus interest and other income 60,000
Gross income 560,000
Less interest expense 20,000
Income before taxes 540,000
Provision for income taxes 260,000
Net income 280,000
Retained earnings January 1, 2012 1,500,000
1,780,000
Dividends paid 320,000

Retained earnings December 31, 2012 1,460,000
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Income Statement

While the balance sheet shows the fundamental soundness of a company by reflecting its finan-
cial position at a given date, the income statement may be of greater interest to investors. The
reasons are twofold:

e The income statement shows the record of a company’s operating results for the whole
year.
* It also serves as a valuable guide in anticipating how the company may do in the future.

Source: How to Read a Financial Report. 2003. Merrill, Lynch, Pierce, Fenner & Smith
Incorporated. http://www.ml.com/media/14069.pdf

The cash flow, or sources and uses of funds, statement shows where funds come from (net
profit plus depreciation, increased debt, sale of stock, and sale of assets) and what they are used for
(plant and equipment, debt reduction, stock repurchase, and dividends). Like the income statement,
it concerns financial activities over time. Note the special nature of depreciation and depletion.
They represent an expense in that they permit recovery over time of earlier capital investment as a
deduction from taxable income. Unlike other expenses, they are only allocations and do not rep-
resent money expended in the current period. The portion of revenue allocated as depreciation or
depletion is therefore available without penalty of taxation for reinvestment in replacement assets
or in entirely different assets.

Ratio Analysis

Financial ratios are ratios of two financial numbers taken from the balance sheet and/or the income
statement. These ratios provide a framework for historical comparisons within the firm and for
external benchmarking relative to industry performance. They can also be used to set financial
targets or goals for the firm. The desirable levels of financial ratios vary with the industry, econ-
omy, culture, and recent company history. Used with care, however, they are invaluable tools for
benchmarking within your industry.

Four types of ratios are ordinarily calculated: (1) liquidity, (2) leverage, (3) activity, and
(4) profitability ratios. Each is discussed and calculated for the mythical Sterling B. Chemical
Company in Table 8-3. Values are taken from the balance sheet in Table 8-1, with exceptions noted.

Liquidity ratios measure the ability to meet short-term obligations. The most commonly used
ratio is the current ratio, which measures a firm’s current assets to current liabilities. The current
ratio measures a firm’s ability to pay its current obligations. Many analysts use a current ratio of
2.0 as a prudent minimum, but this ratio varies between industries. A high current ratio (such as
10.0) may simply indicate that assets are not being efficiently employed. A ratio lower than that of
the industry average suggests that the company may have liquidity problems. Since quickly liqui-
dating (converting to cash) the firm’s inventories might prove difficult, analysts also use the acid
test ratio or quick assets ratio of “quick assets” (current assets minus inventories) to current lia-
bilities. An acid test ratio over 1.0 is prudent, and Sterling B. Chemical satisfies both liquidity tests.
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Table 8-3 Financial Ratios for Sterling B. Chemicals, Inc.

Ratio
Liquidity ratios
Current ratio Current assets $13,600,000
T — = 272%
Current liabilities $500,000
Acid test ratio Current assets — inventory $680,000 — 1
Current liabilities $500,000 36%
Leverage ratios
Debt-to-assets ratio Total debt $1,500,000 — 0.434%
Total assets $3,460,000
Activity ratios
Inventory turnover Cost of goods sold $2,000,000 2049
Inventory 5680000 047
Asset turnover Net sales $3,050,000
Total assets $3,460,000 88%
Accounts receivable turnover Net sales $3,050,000
Accounts receivables $400,000 = 7.63%
Profitability ratio
Profit margin Net income $280,000 _ 0.18%
Net sales $3,050,000 '

Leverage ratios identify the relative importance of stockholders and outside creditors as a
source of the enterprise’s capital. A simple measure is the ratio of total debt to total assets (debt
as a fraction of the sum of debt and stockholders’ equity). A common alternative, which can be
derived from this one, is the debt-to-equity ratio. Leverage ratios vary significantly by industry. For
example, an electric utility might well have a debt/assets ratio of 0.5 (debt/equity ratio of 1.0), while
retail firms might have much lower debt ratios.

Activity ratios (also known as operating ratios) show how effectively the firm is using its
resources. One common measure is inventory turnover, measured in Table 8-3 by dividing the
cost of goods sold (from income statement) by total inventory (both valued at the manufacturing
cost invested in them). Another activity ratio is asset turnover, or sales/assets, a measure of how
well the firm is using its assets to produce sales. A third is the accounts receivable turnover, the
ratio of net sales (income statement) to accounts receivable. This ratio is often, in turn, divided
into the traditional (but inaccurate) measure of 360 days per year to calculate the average collec-
tion period.

Profitability ratios describe the organization’s profit. The profit margin measures the net
income as a percentage of sales. Other measures are the profit as a percentage of total assets and
the earnings per share of common stock (the net income less preferred stock dividends, divided
by the shares of common stock outstanding), which the stock market investor can compare with
the current market price. Remember that desirable levels of financial ratios vary with the industry,
economy, culture, and recent company history.
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Audits of Financial Data

The third step in the financial control process is the audit. Audits are investigations of an orga-
nization’s activities to verify their correctness and identify any need for improvement. Audits of
accounting and financial systems and records are the most common type, and these may be either
internal or external. External audits are required at least annually for any publicly held organiza-
tion and are performed by independent accounting firms. They determine if financial records are
accurate and reflect generally accepted accounting practices, and provide stockholders and credi-
tors with greater confidence in the firm’s financial statements. Most large firms also have internal
auditing staffs, who spend their time auditing the several subunits of the organization. These staffs
often have a more intimate knowledge of the firm’s accounting systems, and they may be charged
by management to evaluate organizational efficiency as well as just the accuracy of financial data;
this does not replace the legal need for periodic external audits. The fourth step to take corrective
action would usually follow the audit.

Financial Control Process

Financial control refers to the running of a firm’s costs and expenses in relation to budgeted amounts.
It is a measure of how well a corporation or department controls its costs and it is sometimes articu-
lated as how far over or under a budget it is. The steps in the financial control process are:

Budgets — Establishing standards of performance.
Balance Sheet — Measure actual performance.
Audits — Compare performance with standards.
Take corrective action.

Eali ol .

HUMAN RESOURCE CONTROLS

Just as essential as financial performance conforming to plans is assuring that human and organi-
zational performance conform to expectations. On an individual basis this is accomplished with
the tools of performance appraisal discussed in Chapter 7, especially management by objectives
(MBO), which is by its very nature a control system. Two tools used to evaluate collective human
and organizational performance are the management audit and human resource accounting. Finally,
one should consider social controls through group values and self-control.

Management Audits. The definition of an audit provided under the prior subheading “Audits
of Financial Data” can be applied equally well to other areas. One area of increasing importance is
the audit of the entire system of managing an enterprise. A number of the major accounting firms
have developed management services staffs that are prepared to conduct management audits, or
firms may seek many of the same objectives through an enterprise self-audit. Some of the ques-
tions on administrative effectiveness that might be asked in such an audit appear in Figure 8-2.
A related set of questions from the same source that might be used to evaluate the technical effec-
tiveness of an engineering design organization appears in Chapter 10.



("£7-97 "dd ‘g/61 "vD ‘opunbas |3 ‘Auedwo) yenuly saybny
“pa pug ‘1ioday Apnis :A1IA119NPOId @Y WOJIH) "SIIUAIIE SAILRIISIUIWPE JO) 199YS)JOM Jipne Juswabeuely -8 24nbi4

; 3urdoasasnoy jo spIepue)s y3Iy UIBJUIRN—
M- O (£11adouid [re jo sprodar Ajiqejunosoe parmbal urejureN—
. uowdmba
Sav- [ PUE SJUSWNISUL [[& JO UoneIqI[ed pue doueudurew 19doid arnsug—
] {sani[oey pue aoeds dqe[ieae jo osn ewndo ayeN—
yig- O (Spaau sanI[Ioe) pue doeds sy jo1paxd AjareIndoy—
- “UONDZIUDSEL0 Y} $20(] "SINI[IE] pue doedg
(ssa1g01d 10)0enU00QNS
_ 10JIUOW PUE SI0JORIIUOIGNS [IIM JOBJINNUI 9ATIIIJJO UR UTRIUIRN—
w4 {S1I0JJ P2JORIUOIQNS [[E UO JIOM JO uonIuyap aenbape ue amsug—
v H (,$991n0s 10eNU0IqNS FUIdOJIAIP UI ISISSy/—
v H {SUOISIOOP ,ANq 10 9YW,, UT A[OI JATIOR UR SWNSSY/—
ySi- o (yuawandoid 10y sueyd paseyd-owr) 9A1I991J0 YSI[qRISH—
: - ¢ s1apew Juawarndoxd uo Apdwoid joy—
SUONZIUPS.L0 1) $20(] “FUIORIIUOOQNS/JUIWINIOI]
M- [ (UOTIBULIOJUT [BDIUYD) JO AFURYIXD oY) AFBINOdUT—
- ;suorurdo pue seapr 119y) J191[0s pue pauriojur saakojdwe dooy—
Sav- [ (swajqoid pue suonerado £ay Jo pauwIojur juswageurw dooy—
H {SUOTBOIUNTIWIO) [RUOTIRZIUBFIOIdIUI PUR -RIJUT POOS UTRIUTRIA—
ySig- O SUONVZIUPEL0 Y] S20(] "UOT)RITUNUIOD)
(1 aaoxdur 0} 2ALI)s A[Tenunuod pue A)1anonpoid s)1 ssassy—
Mo A (,SA[NPAYDS 0] dIYPY—
= (seAnpalqo
Sav- O jo1d Jo JuaWAARIYIE 2Insse 0] parmbor se sormypuadxe joruo)—
u (seruanap 11100 Ajdwoid pue ssaxfoid euonerado 10)TUON—
WwH- O SUOUDZIUDSIO Y] S20(] TONUO))
Jmol3 pue juowdojoaap aokodwe aFeinosug—
(A1qeIMba SpIEMAI 9INQLISIP PUB JUIWAIYIE dZIUT0II Y~
a0 A (K11qIsuodsal pue JUSWAA[OAUL
u 9oKojdwd wnuixew SuIgeInooud A[oAN0JJ2 yIom jedaog—
Sav- M ordwexa
u Teuoszad jo 2ouejrodur ayy pue drysiopea] pajuario-ajdoad ssong—
wsiH- O (spIepuels oouewrroyrad ySiy urejurejy—
UONDZIUNSI0 Y1 S20(] “FUNOAII(
MOT— (,S91UADIIAP 1001100 Ajdwoxd pue sossouyeom pue SY)SUAIS S)T SSOSSy/—
(renuajod pue soniqedes 1ot} oz1mn 1saq 03 sk os [ouuosiod udIssy—
BAay— (Spaau 11 [[1J 01 [ouuosiad parjirenb 1sow oy 199195—
(AN[IqeIunoooe pue KILIoOYINe ‘UondUNy JO SUONIULAP IB3[d YSI[qeISH—
ySIHg— uop2IUEI0 Y] $20(7 “Iuljjels pue JurziuesiQ
(A1911IMd08 sjuowaIbar 1oqe] pue Surpuny 1SEI910J—
MO (,S91RWI)SA 1500 9)eINddE pue s[esodoxd Ajowm pue piea 9onporg—
(suoneziuesio uweprojul yim soandalqo pue sueyd ojeidoju—
“Bay— (SeUAZUNUod 10j api1aoid pue sysLI ozA[euy—
{wo)
ySig— 110ys pue ‘winipaw ‘Suof oy 10y sued paseyd-owry ‘onsiear doppaog—
SUONVZIUNSI0 Y] S20(] “Sutuue|J
sue[J pue SPIaN Suney 10108,
$2AN92[qO 21mIn,g ‘59SSAUNBIA ‘SYITUDIIS JUALIND
199USYIOA\ SI0JOR] OANBI)SIUTWPY, JOOUSIIOA SI010R] QATIRISIUTUPY
MIIADY SSOUIATRJJH [PUONRZIUETIO

203




204 Chapter 8 Controlling

Human Resource Accounting. Conventional financial accounting deals with the prudent han-
dling of revenue and expenses and with investments in tangible items that appear as assets on the
balance sheet. Increasingly, however, the biggest assets of an enterprise are its people. Investments
in acquiring outstanding people and in extensive training programs for them represent capital
investments in the future as much as does the purchase of new machinery. Quantifying the value
of human resource investment is difficult, but a number of approaches are being tested. (Similarly,
costs for R&D and in-process improvement are written off as current expense, but these might more
appropriately be recognized as capital investments.)

Social Controls. No organization that relies on formal controls only will be truly effective.
Peters and Waterman found the central importance of the underlying values imbued in their cor-
porate cultures and inculcated into all employees, as explained in this excerpt from In Search of
Excellence:

The excellent companies live their commitment to people, as they do their preference for action—
any action—over countless standing committees and endless 500-page studies, their fetish about
quality and service standards that others, using optimization techniques, would consider pipe
dreams, and their insistence on regular initiative (practical autonomy) from tens of thousands, not
just 200 designated $75,000-a-year thinkers. ...

The excellent companies seem to have developed cultures that have incorporated the values and
practices of the great leaders and thus those shared values can be seen to survive for decades after
the passing of the original guru. Second, ... it appears that the real role of the chief executive is to
manage the values of the organization.

For values imbued in the corporate culture to be effective requires that employees in general
exercise self-control over their actions. Like other control systems, self-control requires:

* The existence of standards (knowledge by the general worker of the organization’s objectives
and values)

e Comparison with actual outcomes (which implies feedback of performance to the individual,
not just to management or a “quality control” group)

» Corrective action (which requires that the individual have the tools, the autonomy, and the
motivation to make corrections)

Obviously, an emphasis on self-control is a “Theory Y approach to leadership. It will not
work with every person, and it requires careful selection and training of personnel, but carries with
it handsome payoffs for success.

Other Nonfinancial Controls

The control process that has been described pervades all the functions and applications of man-
agement, and it is addressed in a number of later chapters. In Chapter 9, methods of evaluating
the effectiveness of research activities are considered. In Chapter 10, control systems for drawing
release and for engineering design changes (configuration management) are discussed. Effective
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production management (Chapters 11 and 12) requires inventory control and quality control, among
other control systems. Project management (Chapters 14 and 15) requires control systems monitor-
ing all three of its key variables: schedule, cost, and the performance of the resulting product.

The Other Management Function—Coordination

In Chapter One, the fundamental management functions were introduced. These are lead-
ing, planning, organizing, and controlling. But Fayol initially included five “elements.” Fayol
believed that management had five principle roles: to forecast and plan, to organize, to com-
mand, to coordinate, and to control. Coordination is the alignment and harmonization of a
groups’ efforts, but few authors treat coordination as a separate management function. Among
the major coordination problems in any large organization is that between central office and
field units. In many cases, coordination boils down to two conditions: that people and units
know what they are to do and when they are to do it. Thus communication is the prime coordi-
nating mechanism for this management function.

Effective communication is significant for managers in the organizations to perform the
basic functions of management. Leaders and managers must communicate effectively with their
subordinates so as to achieve the organization goals. Communication helps managers to per-
form their jobs and responsibilities. Communication serves as a foundation for planning. All the
essential information must be communicated to the managers who in turn must communicate
the plans so as to implement them. Organizing also requires effective communication with oth-
ers about their job task. Controlling is not possible without written and oral communication.
Communication and coordination are vital in streamlining goals and ensuring unified visions
are achieved in a timely manner.

Coordination is the framework used to ensure that otherwise fundamentally different forces
will all pull together. All the functions of management are affected by coordination. Hence
coordination is essential for achieving the objectives of the organization. It is also required for
the survival, growth and profitability of the organization. Coordination encourages team spirit,
gives right direction, motivates employees, and makes proper utilization of resources.

Source: Henri Fayol, Administration Industrielle et Générale, Constance Storrs, trans.
(London: Sir Isaac Pitman & Sons Ltd., 1949), and Samuel C. Florman, “Engineering and the
Concept of the Elite,” THE BENT of Tau Beta Pi, Fall 1992, p. 19.

DISCUSSION QUESTIONS

8-1. Provide two additional examples of (a) feedback, (b) screening (concurrent), and (¢) feedfor-
ward control. In each example identify the four steps of the control process.

8-2. Which, in your opinion, are the most important characteristics of an effective control system?
Justify your choices. What other important characteristic(s) might one add?

8-3. Suggest some characteristics that distinguish an effective budgeting system from an ineffec-
tive one.
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8-6.

8-7.

8-8.

. How does the existence of profit centers assist top executives in doing their job?
8-5.

Discuss how allocation of overhead costs on the basis of direct labor might distort product
pricing where some products are produced by automated machining centers and others by
more labor-intensive methods.

If you were preparing to lead a management audit of a large automobile assembly plant, what
are some questions you might seek to answer in the investigation?

What steps might you take to try to inculcate the essential values of your organization into
new employees and to keep them in the minds of other employees? (For example, “Quality is
job one” or “The customer comes first” might represent two such values.)

Recalling what you learned about motivation in Chapter 3, how might you encourage your
technical employees to support corporate goals and values through self-control?

PROBLEMS

8-1.

8-2.

8-4.

8-5.

Hytek Corporation ended 2012 with cash of $50,000, accounts receivable of $100,000, and
inventory of $300,000. Property, plant, and equipment were valued at their original cost of
$470,000, less accumulated depreciation of $170,000. Current liabilities other than income
taxes owed (see details that follow) were $120,000, and long-term debt was $250,000.
Stockholders’ equity consisted of (a) $90,000 capital stock investment and (b) accumu-
lated retained earnings, which had totaled $130,000 at the end of 2011. Net sales for 2012
were $900,000. Expenses included $500,000 as cost of goods sold, $50,000 as allowance
for depreciation, $85,000 as selling expense, and $65,000 as G&A expense. Interest income
and expense were $5,000 and $25,000, respectively, and income taxes for the year (unpaid at
year’s end) were $80,000. Dividends of $20,000 were paid. Prepare a balance sheet and an
income statement reflecting these figures.

Use the output of Question 8-1 to calculate the current ratio, acid test ratio, leverage ratio,
and profit margin of Table 8-3. Comment on the values you obtain.

. Excelsior Corporation reported the following status (in thousands of dollars) as of December

31, 2012: accounts payable of $150; accounts receivable of $250; cash of $150; inventory of
$200; long-term debt of $260; net plant and equipment of $500; notes payable during 2013
of $250; and stockholders’ equity of $440. (a) Prepare a balance sheet as of 12/31/12, and
(b) calculate as many financial ratios as you can with the information provided.

For 2012 a company reported (in millions of dollars) net sales of $10, cost of goods sold
of $4.4, other (sales, G&A, and interest) expense of $1.2, and income taxes of $1.6. As of
December 31, 2012, the company had $1 cash and securities, $1.4 accounts receivable, and
$2 inventory; it owed $2 in current liabilities (including unpaid taxes) and $2.5 in long-term
debt. Calculate as many financial ratios as you can with the information provided.

ABC Corporation produces 50,000 units of product X and 5,000 units of product Y at a
direct materials cost of $3.00 per unit. Product X requires 3 minutes and product Y 30 min-
utes direct labor per unit (at $20.00 per hour). Other costs (tooling, setup, and equipment
depreciation and maintenance) for this period amount to $60,000. (a) If these “other costs”
are allocated on the basis of direct labor hours, what is the apparent unit cost of each
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product? (b) Production of product X is highly automated to reduce direct labor cost; it
is responsible for $55,000 of this “other cost,” and product Y only $5,000. Using activity-

based costing, what do the unit costs now become? (¢) What difference might this make in
ABC Corporation’s actions?

SOURCES

Peters, Thomas J. and Waterman, Robert H., Jr., In Search of Excellence: Lessons from America’s Best-Run
Companies (New York: Harper & Row, Publishers, Inc., 1982).

Shannon, Robert E., Engineering Management (New York: John Wiley & Sons, Inc., 1980), p. 261.
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Managing Research
and Development

PREVIEW

Now that the four basic management functions of leading, planning, organizing, and controlling
have been defined, the next few chapters will deal with the management of technology. The first
topic is research and development (R&D)—examining new product strategies, organization for
research, and the sequential process of winnowing the many ideas for product research and devel-
opment to an affordable level, according to technical, market, and organizational considerations.
Next follows a contributed section on the important topic of protecting ideas through patents,
trade secrets, and other means. Finally, creativity, which is essential to effective research, is con-
sidered carefully.
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LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

» Explain product and technology life cycles.
* Describe the legal means to protect a person’s ideas.
* Discuss the nature of creativity.

PRODUCT AND TECHNOLOGY LIFE CYCLES

A new product begins as an idea for the solution of a problem or the satisfaction of a need. In
nature only a few out of a hundred tadpoles survive to become frogs; in research only a few out
of many research ideas will be vigorous enough to survive and will reach the right environment to
mature into a successful product. Like the buggy whip, our product will have its day and will then
be replaced by newer ideas that satisfy newer needs. This cradle-to-grave sequence is known as the
product life cycle (Figure 9-1).

This product life cycle begins with an identification of need or suggestion of a product oppor-
tunity, which might come from the customer, researchers, observation of a competitor, or fear of a
potential enemy. The product idea must then be subjected to a screening process to select from the
many ideas available that are technically and economically feasible. Then a program is proposed
for their successful design and development. These preliminary steps (the product planning and
research functions in Figure 9-1) are the subject of this chapter.

Proposed products that appear attractive at this point are approved for the product design function,
itself a process of several steps discussed as systems engineering phases or engineering stages of new
product development in Chapter 10. Products that still appear desirable after the design process then
go to the production (and/or construction) function, which is treated in Chapters 11 and 12. Finally,
the products are put into use, and if they are at all complex, they will require continuing technical
effort to support their operation and maintenance (the product use and logistic support function in
Figure 9-1), as discussed in Chapter 13. The product evaluation function is spread throughout the
design, production, and early system use phases and is discussed under each of these topics. Finally,
in a step not shown in Figure 9-1, the product undergoes phase-out, disposal, reclamation, and/or
recycling. All these steps are driven by the customer further down the line.

The preceding model of the product life cycle fits the construction of a building or a ship or
the design and development of an aerospace system well. For a product line (or family of products)
based on a technology that is developed and improved over a period of years of product manufac-
ture, the model of the technology life cycle portrayed by Betz (Figure 9-2) is more appropriate. Betz
illustrates this model using the automobile as an example:

When a new industry (based on new technology) is begun, there will come a point in time that
one can mark as the inception point of the technology. In the case of the automobile, that was
1896, when Duryea made and sold those first 13 cars from the same design.



“Wants or desires” for products (because
Consumer Identification obvious fieficiences/problgms are
of need made evident through basic research
results)
Marketing analysis; feasibility study;
advanced product planning (product
Product selection, specifications and plans,
planning acquisition plan-research/design/
function production, evaluation plan, product
use and logistic support plan);
planning review; proposal
Basic research; applied research
Product “need” oriented); research methods;
research results of research; evolution from
function basic research to product design and
development
% Design requirements; conceptual design;
2 Product preliminary system design; detailed
& Producer design design; design support; engineering
= function model/prototype development; transition
é from design to production
<
> Production and/or construction
Production requirements; industrial engineering
and/or and operations analysis (plant
construction engineering, manufacturing engineering,
function methods engineering, production control);
quality control; production operations
Evaluation requirements; categories
P of test and evaluation; test preparation
roduct . .
evaluation phas.e (planning, resource requlr‘ements,
function etc.); forma! test and e.valuatlol.l,
data collection, analysis, reporting,
and corrective action; retesting
Product distribution and operational
Product use; elements of logistics and life
* use and cycle maintenance support; product
Consumer logistic support evaluation; modifications, product
function phase-out; material disposal, reclamation,
and/or recycling

*Some of the specific supporting functions indicated may be accomplished by the
producer throughout and/or at various stages in the product life cycle.

Figure 9-1 Steps or functions and typical activities in the product life cycle. (From Benjamin
S. Blanchard, Engineering Organization and Management, © 1976, p. 16. Reprinted by
permission of Prentice-Hall, Inc., Englewood Cliffs, NJ.)
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Figure 9-2 Technology life cycle. (From Frederick Betz, Managing Technology: Competing
Through New Ventures, Innovation, and Corporate Research, 1987, pp. 72-74. Reprinted by
permission of Prentice-Hall, Inc., Englewood Cliffs, NJ.)

Then the first technological phase of the industry will be one of rapid development of the new
technology—technology development. For the automobile this lasted from 1896 to 1902, as
experiments in steam-, electric-, and gasoline-engine-powered vehicles were tried.. ..

In any new technology, the early new products are created in a wild variety of configurations and
with differing features....Finally, when enough experimentation has occurred to map out the
general boundaries of possibilities of the product line, some managerial genius usually puts all
the best features together in one design and creates the model which then becomes the standard
design for the industry. Thereafter all product models generally follow the standard design. This
makes possible large market volume growth. For the automobile, this occurred [in 1908] with
Ford’s Model T design.

After the applications launch, there occurs a rapid growth in the penetration of technology into
markets (or in creating new markets). After some time, however, the innovation rate slows and
market creation will peak. This is the phase of technology maturity. Finally, ... when competing
or substituting technologies emerge, the mature technology begins to degrade in competition with
the competing technologies.

NATURE OF RESEARCH AND DEVELOPMENT

R&D Defined

Research and development are commonly lumped together under the catchall term “R&D.” To distin-
guish between them, let us adopt the definitions commonly used by the National Science Foundation:
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Research, both basic and applied, is systematic, intensive study directed toward fuller scien-
tific knowledge of the subject studied.

Basic research is...research devoted to achieving a fuller knowledge or understanding,
rather than a practical application, of the subject under study ... [although when funded by
commercial firms, it] may be in fields of present or potential interest to the company.

Applied research is directed toward the practical application of knowledge, which for indus-
try means the discovery of new scientific knowledge that has specific commercial objectives
with respect to either products or processes.

Development is the systematic use of scientific knowledge directed toward the production of
useful materials, devices, systems, or methods, including design and development of proto-
types and processes.

Distribution by Expenditure and Performance

U.S. investment in research and development amounted to approximately $397.0 billion in 2008, as
itemized in Table 9-1. Basic (fundamental or pure) research of $69.1 billion, primarily paid for by
the federal government, but performed at universities and industry under contract to the National
Science Foundation and other government agencies. Few corporations can afford to invest much of
their own funds in the search for fundamental knowledge for its own sake, since it would benefit
competitors as much as themselves. Before the breakup of the Bell system and its near monopoly,
Bell Telephone Laboratories was an exception, and much of the basic research underlying statistical
quality control (for example) was performed there in the 1930s.

Applied research was $88.6 billion in 2008; industry funded over one half of this, but per-
formed over two-thirds of it, funding the rest by federal contracts. Applied research may be divided
into materials research, product research, and equipment and process research.

The nature of U.S. government spending for R&D has changed over the years with external
military threats and internal political administrations. In 1980 about half of the $30 billion federal
expense was for military purposes; by 1989 about two-thirds of the $62.5 billion federal R&D

Table 9-1 R&D Expenditures in 2008, Currently $ Billions

Source Federal Industry University Other Nonprofit
Expenditures
Basic 394 12.2 10.2 7.5
Applied 28.6 53.8 32 29
Development 35.7 201.8 0.7 1.7

Source: National Science Board, 2010. Science and Engineering Indicators 2010, Arlington, VA:
National Science Foundation (NSB 10-01).
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Table 9-2 International Comparisons of R&D Expenditures as Percentage of Gross Domestic
Product, 2009

United United Russian
Year States Japan Germany France Kingdom Canada Federation China
2001 2.7 3.1 2.5 22 1.8 2.1 1.2 1
2006 2.6 34 2.5 2.1 1.8 1.9 1.1 1.4
2009 2.88 3.33 2.78 221 1.85 1.82 1.12 1.7
(2008)

Source: http://www.nsf.gov/statistics/nsf12321/content.cfm?pub_id=4185&id=2, April 2013

expense was military; considering inflation, federal investment in nondefense R&D had shown no
significant increase over the “Reagan years.”

Although R&D expenditures in the United States, Japan, and Germany had been comparable
in the late 1980s as a percentage of gross domestic product (about 3 percent), in the United States
about one-third of the total (and two-thirds of federal) R&D funding had been for military purposes,
so that the United States spent less proportionately than these two major competitors on nonmilitary
products for the global marketplace (about 3 percent of GDP for Japan, 2.7 percent for Germany,
and 1.9 percent for the United States in 1990). Today, as shown in Table 9-2, the percentages
remain much the same in 2001 and 2009. In the economic situation of 2012 federal budget cuts are
predicted that would slash federal investment in science by an estimated 8.4 percent between now
and 2017. Alan Leshner, chief executive officer of the American Association for the Advancement
of Science, has stated that not only is this bad for science, but it is bad for the economy whose
growth is driven by advances in science and technology.

RESEARCH STRATEGY AND ORGANIZATION

New Product Strategies

Within a specific industry, deciding the relative investment a company should make in R&D is
a part of strategic planning and should be based on the organization’s concept of its fundamental
mission and objectives. Ansoff and Stewart suggest four alternative new product strategies:

First-to-market. This...demands major expenditures for research before there is any guarantee
of a successful product. It also demands heavy development expenditures and perhaps a large
marketing effort to introduce an innovative product. The possibilities of reward from the R&D,
however, are tremendous.

Follow-the-leader. This strategy does not require a massive research effort, but it demands strong
development engineering. As soon as a competitor is found to have had research success that
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could lead to a product, the firm playing follow-the-leader joins the race and tries to introduce a
product to market almost as soon as the innovator.

Me-too. A me-too strategy differs from follow-the-leader in that there is no research or develop-
ment. In its purest form this strategy means copying designs from others, buying or leasing the
necessary technology, and then concentrating on being the absolute minimum-cost producer. The
firm following this strategy will try to maintain the lowest possible overhead expenses.

Application engineering. This role involves taking an established product and producing it in
forms particularly well suited to customers’ needs. It requires no research and little development,
but a good deal of understanding of customers’ needs and flexibility in production.

Corporate Research Organizations

Through the end of the nineteenth century, industrial support of research was unknown. The first
corporate research laboratory in the United States began when General Electric Company observed
that newer inventions were making its principal product, the carbon filament lamp, technically
obsolete, and hired MIT Professor Willis R. Whitney to organize what became the GE R&D Center
in 1900. Other early corporate research laboratories that were very successful were those of AT&T
(Bell Labs), DuPont, Dow Chemical, and General Motors. Today, most large corporations consider
corporate research at some level essential. Although some companies are extremely successful in
creating profitable new products from research, others are not. Robert Frosch, in charge of the
$200 million effort at General Motors Research Laboratories, recently identified three ways a
corporate research laboratory could fail:

Many research laboratories have been opened with great fanfare, only to fail later because they
had the idea that producing great science, whether or not it had anything to do with the business,
was why they were there. There is a role for the production of good science—provided you can
eventually make it relevant to the business. But if a laboratory goes for a long period of time
doing nothing relevant to the business, then it probably deserves to fail, because a corporation is
not a university.

The second reason laboratories fail is because of what can best be described as rampant short-
termism. Financial support for business seems to come increasingly from markets and groups
who regard two and a half weeks as an eternity and a quarter [year] as the age of the universe.
So, sometimes research and development fail because nobody has enough patience to let
them succeed.

The third way in which research efforts fail is that the connection between research and develop-
ment and the business breaks down. What is done in the research and development laboratories
may be applicable to the business. The business may need these useful developments. But some-
how the developments never get out of the laboratory and into the business. This is a failure of
technology transfer.

Large corporations normally have two kinds of research activities: applied research staffs
attached to each of the major business units, and a central laboratory with a broader scope of
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scientific expertise and a long-range outlook. In General Electric, for example, the central labora-
tory represents only about 10 percent of the research effort, but it plays an essential role. Central
corporate laboratories also make their special expertise available to the business units to solve
current problems, but they must be careful that this does not cripple their basic function.

SELECTING R&D PROJECTS

Need for Selection

Any successful technology-based manufacturing firm will have many more ideas for research projects
than it has resources to invest in them. Booz, Allen, and Hamilton, Inc. has suggested approximately
the following ratio of raw new product ideas to profitable products (also illustrated in Figure 9-3):

 Sixty ideas (from researchers, other employees, customers, and suppliers) need to be screened
quickly down to

e Twelve ideas worthy of preliminary technical evaluation and analysis of profitability, to
produce

 Six defined potential products worth further development, to obtain

60 untested new product ideas

are screened for

e Technical feasibility

¢ Financial feasibility

e Suitability to corporate resources and objectives

to obtain

12 ideas worthy of further evaluation through
e Preliminary engineering design
e Market research and cost/benefit analysis
to find

6 potential products worthy of
e Further design development and analysis

resulting in .
3 prototypes for physical and market test

2 products launched

1 profitable
product

Figure 9-3 Screening of research project ideas.
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» Three prototypes for detailed physical and market testing, resulting in
¢ Two products committed to full-scale production and marketing, of which
¢ One product should be a real market success.

Initial Screening

To slash 60 crude ideas into 12 worthy of any significant evaluation requires a method that is quick
and inexpensive. A common method is use of a simple checklist, in which the proposed product is
given a simple judgmental rating (poor/fair/good/excellent or —2/—1/+1/+2, for example) for
each of a number of characteristics. Seiler suggests, for example, scoring 10 items:

1. Technical factors (availability of needed skills and facilities; probability of technical success)
2. Research direction and balance (compatibility with research goals and desired research
balance)
Timing (of R&D and market development relative to the competition)
Stability (of the potential market to economic changes and difficulty of substitution)
Position factor (relative to other product lines and raw materials)
Market growth factors for the product
Marketability and compatibility with current marketing goals, distribution methods, and
customer makeup

8. Producibility with current production facilities and manpower

9. Financial factors (expected investment need and rate of return from it)
10. Patentability and the need for continuing defensive research

Nk w

Only slightly more sophisticated is the use of a weighted checklist or scoring model in which
each factor is scored on a scale, often from 0.0 to 1.0. A relative weight representing the impor-
tance of that factor is then used as a multiplier, and the weighted scores for all factors are added.
Table 9-3 provides an example of such a scoring model. In this example, a potential new product

Table 9-3 Example of a Weighted Scoring Model

PRODUCT CONCEPT EVALUATION SHEET

Weighted
Criteria Weight Score Score

Technical factors

Compatibility with research objectives 1 9 9

Compatibility with production facilities and capabilities 2 8 16

Probability of technical success 2 9 18
Marketing factors

Compatibility with marketing goals, distribution, customers 4 4 16

Probability of marketing success 4 2 8
Potential profitability 2 4 8
Totals 36 75
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has been given a raw score of 36 (60 percent of the maximum 60) and a weighted score of 75 (only
50 percent of the maximum 150). The product was judged very favorably on technical factors and
could be developed with some confidence of technical success. However, it was rated poorly on its
marketing factors (which had been assigned greater weight in the model) and therefore probably
would not be developed.

Quantitative Approaches

Once the large number of ideas for research projects has been screened to a more manageable
number, the remaining proposals justify more detailed consideration of their technical and finan-
cial merits. The technical evaluation can take place in several stages increasing in depth and detail
(such as the conceptual, technical feasibility, development, and commercial validation stages of
new product development discussed in Chapter 10), with a decision point at the end of each phase.
Hand in hand with evolution of the technology should come an increasingly detailed analysis of
costs of producing the proposed product and market estimates of potential sales and profits.

Many mathematical models have been proposed for evaluating the financial suitability of pro-
posed projects (see, for example, Balderston et al., Dhillon, and Shannon). Typically, they involve
estimating the relationship between the investment required and the benefits to be gained. Easiest
to calculate is the simple payback time T,,, which is the ratio of required investment I and mean
annual gross profit A:

9-1)

e
o
|~

Simple payback time is often used to justify investments that need to be recovered quickly because
of uncertainties, but it is unsuitable for longer-term investments because it ignores profits expected
beyond the point of payback and does not consider the time value of money (the fact that a dollar
profit returned at some future time has less value than a dollar available today). Many engineers
learn these valuable methods of justifying investment in a new project or purchase of new equip-
ment in a course in engineering economy and return to tell their teachers that it was one of the most
useful, practical courses they took in college. Using the standard engineering economy nomencla-
ture for time value of money, consider the following:

P = present worth of future cash flow

A; = cash flow (revenue less expense) in the jth year

i = discount rate (minimum attractive rate of return) required by the organization to justify
investment, expressed as a decimal

n = number of years of future cash flow

Any sum P today, placed at an (annually compounded) interest i would compound to A4; = P(1+1i)
in one year, A, = P(1 + i)*in two years, and A; = P(1 + i)/ inj years. Therefore, the present
worth of any future sum A; can be calculated as

4
P = m (9-2)
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The present worth of n years of such cash flow would be

n

_ A
P Ay o

Example

Suppose it was proposed to invest (/=) $400,000 today with the certainty of a return of (A; =)
$209,000 in one year and (A, =) $242,000 in two years. On the surface, the return of $451,000
for an investment of only $400,000 seems attractive, and the payback time is under two years.
However, if the rate of return on corporate investment must be at least 10 percent (i = 0.1), the
overall net present worth (NPW) of the proposal would be

$209,000 $242,000

NPW = —$400,000 +
$ 1.1 (1.1)?
= —$400,000 + $190,000 + $200,000
= —$10,000

This negative net present worth shows that the project would not earn the required return on
investment, and the research proposal would be rejected.

Even if the net present worth were positive, there would normally be no certainty that the
projected future earnings would be realized. For this reason, it is prudent to calculate a maximum
expenditure justified E,; based on the estimated probabilities of success:

En=F XFXP

Here, F, is the probability of commercial success, F; is the probability of technical success, and P is
the NPW assuming certainty of success (from the previous equation, excluding initial investment).
Other quantitative methods that calculate the expected return on investment or the benefit-to-cost
ratio achieve much the same result.

MAKING R&D ORGANIZATIONS SUCCESSFUL

Three topics are treated herein: the relation of R&D strategy to business strategy, evaluating the
effectiveness of R&D (both at the organizational and individual levels), and providing effective
support for researchers.

R&D and Business Strategy

Chapter 4 discussed the importance of strategic planning to the success of any enterprise. In the
technology-driven organization, a carefully planned technology strategy must be thought through to
support the overall strategy of the enterprise. This strategy should encompass research, product and
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process development, and manufacturing engineering. Erickson et al. identify three broad classes
of technologies a typical firm must consider:

* Base technologies. These are the technologies that a firm must master to be an effective com-
petitor in its chosen product-market mix. They are necessary, but not sufficient. ... The trick
for R&D management is to invest enough—but only enough—to maintain competence in
these technologies.

* Key technologies. These technologies provide competitive advantage. They may permit the
producer to embed differentiating features or functions in the product or to attain greater effi-
ciencies in the production process.

e Pacing technologies. These technologies could become tomorrow’s key technologies. Not
every participant in an industry can afford to invest in pacing technologies; this is typically
what differentiates the leaders (who do) from the followers (who do not). The critical issue in
technology management is balancing support of key technologies to sustain current competi-
tive position and support of pacing technologies to create future vitality.

Evaluating R&D Effectiveness

Organizational Effectiveness. Balderston et al. suggest the following 11 criteria for business
enterprise R&D:

1. Ratio of research costs to profits

2. Percentage of total earnings due to new products

3. Share of market due to new products (usually computed as the volume of sales from a

firm’s new products in a specific product market to the total sales available from that mar-

ket, which confounds the measure by including marketing proficiency as well)

Research costs related to increases in sales

Research costs to ratio of new and old sales

Research costs per employee

Ratio of research costs to overhead expenses such as administrative and selling costs

Cash flows (continuing evaluation of the pattern of outflows for research expense and

actual and projected inflows from resulting revenue)

9. Research audits, including indicators of administrative and technical objectives such as
costs, time, completion dates, probability of technical success, probability of commercial
success, expected market share, expected profits, expected return on investment, design,
and development. Blake provides a checklist of questions to ask in such an audit.

10. Weighted averages of costs and objectives (a measure of the extent the average R&D dollar
contributed toward objectives with weights on a scale, such as 0.0 equals project badly
missed objectives to 3.0 equals project far exceeded objectives)

11. Project profiles (a more complex weighted scoring of each project, using criteria such as
those in the research audits, item 9).

PRAANR

A number of these measures (such as items 1, 4, and 5) are obscured by the lag between
research expenditures and the sales and profits that result from them, as well as the contribution of
production and marketing to sales and profits. Others (items 6 and 7) are measures of the intensity
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Table 9-4 Patents Granted by the U.S. Patent Office, 2009

Rank Company Name 2009 Patents
1 INTERNATIONAL BUSINESS MACHINES CORP 4914
2 SAMSUNG ELECTRONICS CO LTD KR 3,611
3 MICROSOFT CORP 2,906
4 CANON K K JP 2,206
5 PANASONIC CORP JP 1,829
6 TOSHIBA CORP JP 1,696
7 SONY CORP JP 1,680
8 INTEL CORP 1,537
9 SEIKO EPSON CORP JP 1,330

10 HEWLETT-PACKARD DEVELOPMENT COLP 1,273

Source: http://www.networkworld.com/news/2010/011210-patents-2009.html October 2012

of research expenditures rather than research effectiveness. The last three are more time-consuming
and require subjective opinion, but they also may be more effective.

A measure of R&D effectiveness is the number of patents a company receives in a given
year as shown in Table 9-4. The U.S. Patent and Trademark Office (USPTO) issued a total of
167,350 utility patents in 2009. IBM is in the top slot, as it has been for the previous 16 years, with
4,914 patents. Samsung is next at number 2 with 3,611 patents, followed by Microsoft at number 3,
Canon at number 4, and Panasonic at number 5.

Another measure of R&D effectiveness is the Patent Scorecard, as shown in Table 9-5, which
determines the strength of a university’s patents as measured by how frequently they are cited in
subsequent patents.

Individual Effectiveness. The effectiveness of individual researchers can be evaluated by the
normal techniques of performance appraisal introduced in Chapter 7, especially management by
objectives (MBO), emphasizing research goals. A few quantitative measures such as the number
of patents and publications, and citations by others of those publications, give limited insight into
research effectiveness.

Support for R&D

Quality supporting services need to be supplied to make the work of the highly trained scientist and
engineer more efficient and productive. A few special types of assistance that are needed in research
and engineering are listed as follows:

1. Technician support to carry out repetitive testing and other functions not requiring a gradu-
ate engineer or scientist

2. Shop support of mechanics, glassblowers, and carpenters to produce test and research
equipment based on researchers’ sketches
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3. A technical library with technical information specialists conversant in the fields of the
company’s interest and willing and able to suggest sources to researchers, and structure and
run searches in the appropriate databases for them

4. Technical publication support, including typing, editing, and graphical support to simplify
researchers’ production of reports, technical papers, and presentations

5. A flexible, responsive system for approving and acquiring equipment as needed by
researchers

6. Ample computer facilities conveniently available to researchers, and programming assis-
tance to provide consultation and programming to those researchers not wishing to do it
themselves

7. A strong internal commercialization process in place to take research to product

Protection of Ideas

By Dr. Donald D. Myers
Professor of Engineering Management
Missouri University of Science and Technology

Strategic planning for competition implies searching for means of capturing a sustainable
advantage. R&D is conducted to develop and improve technological products and processes
that provide the organization a competitive advantage. Likewise, development of organiza-
tional goodwill through marketing and other means is used to gain a competitive advantage. If
these advantages can be readily duplicated by others, then there are often insufficient reasons
for expending the initial resources for a short-term advantage. As the more advanced nations
develop products and services that have high creative value-added content, it is vital to the
economic well-being of the creative organizations (and countries) that there be some means of
protection of these intellectual properties. Fortunately, there are means for protection of ideas in
all industrialized nations.

There are generally four legal means to protect an organization’s (or individual’s) ideas and
right to benefit from those ideas. They are patents, copyrights, trade secrets, and trademarks and
other marks. This area of law is generally referred to as intellectual property law. Through the
efforts of the World Trade Organization, intellectual property law is becoming more uniform
across national boundaries, although it is important to recognize that there are still significant
differences.

Each of the legal protection means is discussed in a subsequent section based on U.S. law.
It should be noted that intellectual property law is the most dynamic area of law in terms of the
number of precedential cases. Rapidly advancing technology has pushed the boundaries of legal
precedents and principles. Accordingly, although the concepts presented here may appear to
be noncontroversial, be assured that there have been major legal battles all the way to the U.S.
Supreme Court over the interpretation of those concepts, and it is likely to continue as rapidly
as new technology emerges.
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Patents

A U.S. patent is an exclusive property right to an invention issued by the Commissioner of
Patents and Trademarks, U.S. Department of Commerce. The rights granted are limited to the
“claims” of the patent. There are three classifications of patents: (1) utility, (2) design, and
(3) plant. A utility patent may be obtained by the inventor(s) for a process, machine, article of
manufacture, composition of material, or any new and useful improvement. The life of the util-
ity patent is, generally, 20 years from the date of application. Utility patents cannot be obtained
on laws of nature, scientific principles, or printed matters.

To be patentable, the invention must be (1) new or novel, (2) useful or have utility, and
(3) nonobvious. If the invention has been used, sold, or known by others in the United States or
patented or disclosed in a printed publication in the United States or a foreign country before
the invention was made by the inventor, a patent is barred. It is also barred if the invention was
patented or described in a publication or in public use or on sale in the United States more than
one year prior to the application for the patent. An applicant would also be barred if it was made
before the date of the invention by others not concealing it. Useful inventions must advance the
useful arts and benefit the public. The test of obviousness is whether it is obvious to those “with
ordinary skill in the art involved.”

A design patent is granted to the inventor on the new, original, and ornamental design of
an article of manufacture for a term of 14 years from the date the design patent is granted. In
contrast to the utility patent, the design patent is not concerned with how the article of manufac-
ture was made and how it was constituted, but with how it looks. The design must be primarily
ornamental rather than primarily functional to be valid. Plant patents are granted for 20 years
from date of application for anyone who invents or discovers and asexually reproduces any
distinct and new variety of plant, with the exception of tuber-propagated plants or plants found
in the uncultivated state.

Establishing Patent Rights The invention process includes (1) conception and (2) reduc-
tion to practice. In the United States, if the first to conceive makes a reasonable, diligent effort
to reduce the invention to practice, he or she will receive the patent, even if someone else
actually reduces it to practice earlier. Accordingly, it has been essential for the American inven-
tor to maintain good records to establish the date of conception and diligence in reduction to
practice in case of any later interference. The filing of the patent application satisfies reduction
to practice if, from the patent specification, one skilled in the art to which it relates is capable of
constructing or carrying out the invention.

A written disclosure of the invention should be made as soon after conception as possible.
There is no specific requirement about the form a written disclosure must take to document the
conception of an invention. A disclosure’s primary purpose is to prove the date of conception
where there is question of invention. The disclosure should include sufficient description and
sketches to describe fully what has been conceived. The disclosure should be witnessed by at
least two persons who fully understand its content.
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To demonstrate diligence to “reduce to practice,” a written record of developmental activi-
ties should be maintained in a bound notebook. Daily entries are encouraged. Each page should
be signed and witnessed in proximity to the entries on that page. Each entry should be made in
chronological order. Notebook pages should be consecutively numbered, with all entries made
in ink. If an error is made in an entry, it should not be erased; it should be crossed out. All entries
should be made by the inventor in his own handwriting. Although it is permissible for an inven-
tor to file his or her own application, it is strongly advised that a patent attorney or patent agent
be used to make and prosecute the application.

In almost all other countries, patents are awarded to the first person to file, rather than the
first to conceive. There continues to be considerable pressure for the United States to harmonize
with other countries by awarding patents to the first person to file. However, Congress has not
chosen to modify the existing patent law. Private inventors, small businesses, and universities
are opposed to such a change. The 2005 Patent Reform Act included provisions to change the
United States to a first-to-file country, but was not passed.

Just over half of U.S. utility patents have been awarded to Americans in recent years;
the first 10 companies that were awarded the most U.S. patents in 2005 included six Japanese
companies. The other four companies included IBM, first; Hewlett-Packard Development
Company, third; Micron Technologies, Inc., sixth; and Intel Corporation, seventh.

Trademarks and Other Marks

The Lanham Act defines a mark as “any word, name, symbol, or device, or any combination
thereof.” The U.S. Patent and Trademark Office recognizes four types of marks: trademarks,
service marks, certification marks, and collective marks. A trademark is “used by a manufac-
turer or merchant to identify his goods and distinguish them from those manufactured or sold by
others.” A trademark differs from a trade name. Intel may be both a trademark and a trade name,
but only the trademark attached to a product is protected by federal statutes and registered with
the Patent and Trademark Office. The potential of a sustainable competitive advantage of the
mark for technological products is readily recognized by recalling Intel’s strategic decision to
distinguish its memory chip in PCs from competitors by implementing the “Intel Inside” mark.

A service mark is associated with services rather than goods. A certification mark indi-
cates that the marked goods or services meet standards established by the mark’s owner—for
example, Good Housekeeping. A collective mark identifies members of a group such as an
organization, union, or association.

The rights to a mark can be lost, especially if a mark is abandoned or allowed to become
a generic word. To avoid losing a mark, vigilance must be exercised even to the point of suing
infringers. Under the Trademark Law Revision Act of 1988, beginning November 16, 1989,
application for a mark can be made before any use has taken place. Previously, a mark had to be
used and products bearing the mark sold and shipped to a commercial customer before the mark
could be registered. Now the applicant need only indicate a bona fide intent to use the mark
within the next three years.
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Almost all states have their own trademark law. If a mark is to be used entirely within one
state, the only protection it has, other than common law, is registration under the state’s trade-
mark law. Federal trademark law applies only to marks used in interstate commerce.

A mark does not have to be registered, but the symbol “® or the notice “Reg. U.S. Pat.
and TM Off.” should be used with registered trademarks and, “TM” or “Trademark” with non-
registered marks. For example, the first edition of this book was written on an IBM Personal
Computer® using Volkswriter® word processing software for the initial drafts and Total Word™
for subsequent drafts; the second edition was written in Word Perfect® 5.1. A nonregistered
mark has common-law rights. Official registration, however, provides distinct advantages.

Copyrights

A copyright is a bundle of rights to reproduce, derive, distribute, perform, and display an origi-
nal creative work in a tangible form for the life of the author, plus 70 more years thereafter.
Exceptions to this term include work for hire, where the copyright lasts for 120 years from the
date of creation or 95 years from the year of first publication. Copyright owners can sue anyone
who infringes on their rights to stop illegal reproduction; impound infringing articles; collect
lost profits, court costs, and attorney’s fees; and in extreme cases, invoke criminal penalties.

Copyrights can be given for literary works; musical works, including any accompanying
music; dramatic works, including any accompanying music; pantomimes and choreographic
works; pictorial, graphic, and sculptural works; motion pictures and other audiovisual works;
sound recordings; and architectural works. A copyright protects expressions, not ideas. A poten-
tially patentable idea expressed in a copyrighted text may be used by others.

As aresult of the United States joining the Berne Convention in 1988, a copyright is secured
automatically when the work is first created. The fundamental tenet of the Berne Convention
is that the enjoyment of copyright protection shall not be subject to any formalities. However,
there are distinct advantages in registration and imprinting proper notice on copies, such as the
right to bring suit for domestic works (not required for international works), proof of copy-
right validity if registration is within five years of publication, rights to statutory damages, and
rights to attorneys’ fees and costs. A copyright notice has the following three elements: (1) the
copyright symbol ©, the word “copyright,” or the abbreviation “copr.”; (2) the year of first
publication; and (3) the name of the copyright owner. A copyright notice can appear anywhere
in or on the work as long as it can be readily seen, but in a book such as this the notice is usu-
ally on the back of the title page. Copyright registration is not a condition for protection, but
is a prerequisite for an infringement suit. Copyrighted material is registered with the copyright
office at the Library of Congress, which requires one copy of unpublished work and two copies
of published work, plus a $30.00 fee for the processing of registration forms.

There are a number of exceptions to the rights of a copyright. The most notable and highly
publicized is the “fair use exception.” One may, without permission, make a fair use of a copy-
righted work for purposes such as criticism, comment, news reporting, teaching, scholarship, or
research. Fair use is determined by consideration of such factors as the purpose of the use, the
nature of the work, the amount and substantiality used, and market effect.
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Trade Secrets

Trade secrets, or confidential technological and commercial information, are the most impor-
tant assets of many businesses. The law protects trade secrets as alternatives to patents and
copyrights. Trade secrets have no precise definition, but to be protected by the courts, they must
be secret, substantial, and valuable. The secret can be almost anything as long as it is not gener-
ally known in the trade or industry to which it applies. A trade secret provides its owner with a
competitive advantage. It may be a formula, process, know-how, specifications, pricing infor-
mation, customer lists, supply sources, merchandising methods, or other business information.
It may or may not be protected by other means.

Unlike patents or copyrights, trade secrets have no time limitations and there is no regis-
tration with any government agency. A trade secret, however, has value only while it remains
secret. For instance, a trade secret may lose its privileged status when it is ascertained through
“reverse engineering” or when it is discovered independently. A trade secret revealed in these
ways can be used without any obligation to the trade secret’s originator or owner. If a trade
secret is unlawfully obtained—for example, by breach of trust or violation of a confidential rela-
tionship—the courts could award the trade secret’s owner compensation for damages suffered
and forbid the infringer use and further disclosure of the trade secret.

It should be recognized that, although trade secrets have no direct cost in obtaining any
property right, they in fact are generally expensive to establish adequate protection systems.
These would include establishing security systems and confidentiality agreements, identifying
confidential information with physical restrictions, limiting plant tours, making covenants not
to compete, etc.

Comparison of Means of Protecting Ideas

Table 9-6 compares the various means of protecting ideas just discussed. Any innovator or
author should be familiar with these options so that an intelligent decision can be made on the
proper protection needed for each idea. Different options offer very different kinds of protec-
tion. For example, the Coca-Cola Company has elected to protect the ingredients, mixing, and
brewing of its principal product, Coca-Cola, as trade secrets. This decision does not prevent
another company that claims to have discovered these secrets from marketing a similar product.
The trade-secret approach, however, protects the Coca-Cola Company’s information for as long
as it remains secret. Had the company patented these formulas, the knowledge would have been
dedicated to the public 20 years after the patent application.

Many ideas that are protected as trade secrets cannot be patented. On the other hand,
an item that is patentable can theoretically be protected as a trade secret. If the idea can be
easily discovered through reverse engineering, however, a patent is the only practical choice
for protection.

Computer software may be protected by copyright as literary works. It may be that a utility
patent could be used to protect it. A utility patent protects the idea, whereas the copyright would
only protect the expression. The distinction of what constitutes the idea and what constitutes the
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expression is one that is often decided by the courts. Recent practice has been to seek protection
of software by utility patents to ensure the strongest protection.

Databases that consist of facts are not protectable by copyright. That leaves only the means
of trade secret. However, if the value of the database is in making it available to the public, it
cannot be protected. The European Union provides protection for databases, and consideration
is being given to a means of protection in the United States.

In theory, a design may be protected not only by a design patent but also a copyright under
the category of pictorial, graphic, or sculptural works. However, the design of a useful article
may be considered a pictorial, graphic, or sculptural work only if the design features can be
identified separately from, and are capable of existing independently of, the utilitarian aspects
of the article.

In summary, intellectual property law is a rapidly changing environment with many
nuances. The engineering manager must understand the fundamentals sufficiently to be able to
know when and how to interact with the legal experts. Failure to do so can be costly in terms of
lost sustainable strategic competitive advantages.

CREATIVITY, INNOVATION, ENTREPRENEURSHIP

Nature of Creativity

Creativity is the ability to produce new and useful ideas through the combination of known prin-
ciples and components in novel and nonobvious ways. Another definition for creativity given
by Lumsdaine is “playing with imagination and possibilities, leading to new and meaningful
connections and outcomes while interacting with ideas, people, and the environment.” Creativity
exists throughout the population, largely independent of age, sex, and education. Yet in any
group a few individuals will display creativity completely out of proportion to their number.
To have an effective research organization requires understanding the creative process, identi-
fying and acquiring creative people, and maintaining an environment that supports rather than
inhibits creativity.

The Creative Process

There are a number of models for problem solving. One method, often inefficient, is simple
trial and error. A second is the planning/decision-making process introduced in Chapter 4 (see
Figure 4-1), which involves problem definition, identification of alternatives, and evaluating alter-
natives against objectives. Its major thrust is analytical reasoning, although its success is enhanced
by some creativity in selection of alternatives to be evaluated. The creative process uses some of
the same steps, but it emphasizes the insight that can occur subconsciously when a perplexing
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problem is not resolved through the analytical process and is temporarily set aside. Following are
the steps usually identified in describing this process.

1. Preparation. Shannon describes this step as “a period of conscious, direct, mental effort
devoted to the accumulation of information pertinent to the problem....Quite often the
problem is solved at this stage as one submerges oneself in the problem while trying to
(a) structure the problem, (b) collect all available information, (c) understand relations and
effects, (d) solve subproblems, and (e) explore all possible solutions and combinations that
may lead to a satisfactory solution.”

2. Frustration and incubation. Failure to solve the problem satisfactorily by the analytical
process leads to frustration and the decision to set it aside and get on with something else.
However, the problem, fortified with all the facts gathered about it, “‘stews” or incubates in
the subconscious mind.

3. Inspiration or illumination. A possible solution to the problem may occur as a spontane-
ous insight, often when the conscious mind is at rest during relaxation or sleep. Many
creative individuals are never without a notepad and pen on their person or bedside
table, to write down these flashes of insight.

4. Verification. Intuition or insight is not always correct, and the solution revealed in a flash
of insight must now be tested and evaluated to assure it is, indeed, a satisfactory solution to
the problem.

Shannon defends this model:

How do we know this process is true? Because thousands of creative people have described
exactly this process when discussing their work. Over and over again we see this interplay
between the conscious and the subconscious. For creative work we have this wondrously com-
petent coupling where each part (conscious and subconscious) is indispensable in its own way,
but each is helpless without the other. When applied to problem solving, the human mind has
two aspects: (1) a judicial, logical, conscious mind that analyzes, compares, and chooses; and
(2) an imaginative, creative, subconscious mind that visualizes, foresees, and generates ideas
from stored knowledge and experience.

Brainstorming and Other Techniques for Creativity

Dhillon describes eight creativity techniques designed for one, two, or up to a dozen people. Best
known is brainstorming, a modern method for “organized ideation” first employed in the West by
Alex Osborne in 1938, although he reports that a similar procedure had “been used in India for more
than 400 years as part of the technique of Hindu teachers” under the name Prai-Barshana, literally
“outside yourself-question.” The essence of brainstorming is a creative conference, ideally of 8§ to
12 people meeting for less than an hour to develop a long list of 50 or more ideas. Suggestions are
listed without criticism on a whiteboard or newsprint as they are offered; one visible idea leads
to others. At the end of this session participants are asked how the ideas could be combined or
improved. Organizing, weeding, and prioritizing the ideas produced is a separate, subsequent step.

The preceding description is of unstructured brainstorming. For a more structured brainstorm-
ing, the Nominal Group Technique is used. In this case, the problem is presented and participants
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write down their ideas quietly for a short period of time (5 to 10 minutes). Then each participant
in an organized manner with no repetitions presents one idea at a time. When one pass is finished,
another is begun until all the ideas are presented. Then the process continues as with the unstruc-
tured brainstorming. The advantage of this process is that everyone participates, and the quiet time
often leads to ideas that otherwise would not have been considered.

Dhillon next lists two brainstorming techniques that can be used by two people. In one, known
as the rear-down approach, the first person (person A) must disagree with the existing solution to a
problem and suggest another approach; next, person B must disagree with both ideas and suggest
a third; then person A must suggest yet another solution; this cycle continues until a useful idea
clicks. In a variant, known as the and-also method, person A suggests an improvement on the sub-
ject under study; person B agrees, but suggests a further improvement; this sequential improvement
continues until a sound solution is reached.

In a somewhat different group technique developed by W. J. Gordon, a team explores the
underlying concept of the problem. For example, if a new can opener is desired the team would first
discuss...the meanings of the word opening and examples of opening in life things. The method
encourages finding unusual approaches by preventing early closure on the problem. Gordon used a
team of six meeting for about a day on a problem.

Dhillon describes two approaches in which individuals are given a description of a problem
and required to list solutions in advance of group effort. In the simpler method, each participant has
to have a certain number of solution ideas, say 17, to the problem before he is allowed to attend the
meeting. In a more complex version known as the collective notebook method each member of a
team is given a notebook with a problem statement and supporting material a month in advance.
Each day during that month, the team member writes one or more ideas in the notebook, and at the
end of the month selects the best idea along with suggestions for further exploration. A problem
coordinator collects and studies notebooks and prepares a detailed summary for distribution; if nec-
essary, all team members then participate in a final meeting.

Finally, Dhillon includes two methods that individuals may use. In an attribute-listing approach,
a person lists attributes of an idea or item, then concentrates on one attribute at a time to make
improvements in the original idea or item. The other method tries to generate new ideas by creating
a forced relationship between two or more usually unrelated ideas or items. For example, an office
equipment manufacturer might consider the relationship between a chair and a desk, start up a line
of free associations, and end up with a combined unit consisting of both desk and chair.

Mindmapping combines aspects of brainstorming, sketching, and diagramming. A mind-
map consists of a central word or concept with 5 to 10 main ideas that relate to that word, similar
to creating a spiderweb. Tony Buzan, a British researcher, invented mindmaps in the 1970s, and
they can be applied to a variety of situations including note taking, creative and report writing,
studying, meetings, and think tanks. A procedure adapted from Lumsdaine for drawing a mind-
map follows:

1. Start your mindmap (in a team or individually) by writing the main topic in the center of a
large piece of blank paper.

2. Think about what main factors, ideas, concepts, or components are directly related to your
topic. Write down the most important factors as main branches off the central concept.
Connect them to the main topic.
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3. Now concentrate on one of these headings or main ideas. Identify the factors or issues
related to this particular idea. Additional branches and details can be added if needed. Use
key words, not phrases, if at all possible, to keep the map uncluttered.

4. Repeat the process for each of the main ideas. During this process, associations and ideas
will not always come to mind in an orderly arrangement—soon you will be making exten-
sions all over the mindmap. Continue the process for at least 10 minutes until you can no
longer add ideas to the map.

5. Next comes the organization and analysis phase of mindmapping. Connect the related ideas
and concepts. Review, annotate, organize, and revise. Edit and redraw the mindmap until
you are satisfied with the logic of the relationships among all the ideas.

6. Finally, you are ready to begin writing. The time spent thinking up and organizing the
mindmap will make the writing task easier. The result will be a well-organized and well-
understood product.

Characteristics of Creative People

There have been many studies comparing more creative with less creative people. Characteristics of
creative people can be grouped into the following categories:

Self-confidence and independence. Creative people seem to be self-confident, self-sufficient,
emotionally stable, and able to tolerate ambiguity. They are independent in thought and
action and tend to reduce group pressures for conformity and rules and regulations that do
not make sense.

Curiosity. They have a drive for knowledge about how or why things work, are good observ-
ers with good memories, and build a broad knowledge about a wide range of subjects.

Approach to problems. Creative people are open-minded and uncritical in the early stages of
problem solving, generating many ideas. They enjoy abstract thinking and employ method,
precision, and exactness in their work. They concentrate intensively on problems that inter-
est them and resent interruptions to their concentration.

Some personal attributes. Creative people may be more comfortable with things than people,
have fewer close friends, and are not joiners. They have broad intellectual interests: They
enjoy intellectual games, practical jokes, creative writing, and are almost always attracted
by complexity.

Providing a Creative Environment

Creative people tend to be independent, nonconformist, and to work intensively for long periods,
but with a disregard for conventional work hours. They are most effective in an organization that
will tolerate idiosyncrasies, remove as much routine regulation and reporting as feasible, provide
support personnel and equipment as required, and recognize and reward successes. People doing
routine work and those doing creative work should be separated where possible. One of Babcock’s
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students provided an example in a homework assignment (answering Discussion Question 9-13)
from an earlier cooperative work assignment at a nuclear plant:

In our group was a man who was quite an oddball. He didn’t like people, phones, or anyone using
the computer when he was. To work normal hours unnerved him, so he was allowed to come in
anytime he wanted to. Many people would have taken advantage of this, but he worked longer
[and] more productive hours. Sometimes he would work 5 p.M. until 7 A.M. nonstop. They put a
computer in his home and hooked it to the mainframe at work for those sudden brainstorms—the
results were great!

The prolific production of ideas in the early phases of problem solving is a hallmark of creativity.
Engineer managers, therefore, must be especially careful to withhold criticism until its appropriate
place—at the conclusion (verification) of the creative process.

Creative people value working on problems of interest to themselves and working on their own
schedule. It is important to explain the problem and its importance fully, agree on a timetable, and
stay in contact without close supervision as long as reasonable progress is made.

Creativity and Innovation

Invention (the creative process) only produces ideas. Ideas are not useful until they are reduced to
practice and use, which is the process of innovation. Kidder provides an excellent study of motiva-
tion and creativity in the development of a 32-bit computer at Data General. Roberts and Wainer
have identified five kinds of people who are needed for technological innovation:

Idea generator—the creative individual

Entrepreneur—the person who carries the ball

Gatekeeper—discussed below

Program manager—the person who manages without inhibiting

Sponsor or champion—the person, often in senior management, who provides financial and
moral support

Technological Gatekeepers in R&D Organizations

Allen and Cohen found that only about 15 percent of the scientific and technical ideas being worked
on in industrial laboratories came directly from the scientific and technical literature—most of it
reached lab members in a two-step process involving gatekeepers. These are research staff mem-
bers who, through their professional work habits, bring essential information into the organization.
Gatekeepers (1) are more likely to read the more sophisticated (refereed) journals, (2) are in contact
with outside specialists, and (3) form a network with other gatekeepers. They often are high techni-
cal performers, usually produce more than their share of conference papers and refereed articles,
and are likely to be promoted to first- and second-line supervision ahead of their peers. Gatekeepers
are not appointed, but the wise research manager recognizes them and their function. Professional
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staff who are hired away from other organizations or who transfer in from other parts of a corpora-
tion provide another important source of new ideas and ways of doing things.

Entrepreneurship

It takes a special kind of person to lead the innovation task successfully—the entrepreneur is one
who undertakes the effort to transform innovations into economic goods. Betz extends this:

The entrepreneur is a kind of business hero; and like all heroes, they have qualities to be admired:
initiative, daring, courage, commitment. These values are especially admired in turbulent busi-
ness conditions, when initiative is required for survival.

While the initial concept of an entrepreneur is of a person who creates a new business for
personal profit, established corporations need continuing entrepreneurial activity to create the new
products and new businesses that will assure future growth of the organization; the term intra-
preneurship has been coined to describe this activity. The challenge in managing technology is
to provide a climate where intrapreneurs are encouraged to take risks, are given needed resources
and time, and are permitted early failures, while shifting to closer control of resources and costs as
products become mature.

Creativity is the ability to produce new and useful ideas and there are a number of techniques for
creativity. The creative process only produces ideas and the ideas are not useful until they are reduced
to practice and use. This is called innovation. Some ideas might lead to being an entrepreneur, some
might lead to a patent, some might lead to both, and other ideas might fall by the wayside.

DISCUSSION QUESTIONS

9-1. Contrast the application of Blanchard’s product life cycle with that of Betz’s technology
life cycle.

9-2. Name one product each for the technology development, application launch, application
growth, mature technology, and obsolescence stages of the technology life cycle and justify.

9-3. Differentiate between basic research and applied research, and list a few organizations that
deal with applied research.

9-4. What benefits do companies reap when they release their products first to the market, ahead
of their competitors?

9-5. Discuss the relationship between the central corporate research laboratory and divisional
research in a corporation you know or have found described in the literature.

9-6. Why are simple checklists used as a first screening of ideas in research projects by many
companies?

9-7. As an R&D manager, what actions might you take or programs might you implement to
assure your organization got maximum benefit from patentable ideas?

9-8. What are the advantages and disadvantages of the tear-down approach of the brainstorming
technique?
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9-9. How would you define creativity and innovation? Are they essential for a technical employee

while they perform their routine tasks?

9-10. Make a mindmap of a project you have done or are working on. Does the mindmap assist
with more ideas?

9-11. According to you, how do entrepreneurs contribute to the socioeconomic progress of a
country?

9-12. What are some of the support services an organization might provide to make the work of
researchers and design engineers more effective?

9-13. Discuss how the management functions of planning, organizing, leading, and controlling
relate to research and development.

PROBLEMS

9-1. An engineer proposes to buy a machine for $100,000 today that will save $60,000 in labor
costs at the end of each of the next two years. If the company demands a 15 percent return
on investments such as this, what is the net present worth (NPW) of the proposal? Should it
be funded?

9-2. Your company has two alternative opportunities, each requiring your entire capital invest-
ment budget of $325,000. Alternative A will return $390,000 at the end of one year;
alternative B will return $216,000 at the end of each of the first two years. Which (if
either) alternative should you recommend on the basis of (a) simple payback time? (b) net
present worth?

9-3. If you have been exposed to capital investment analysis and/or engineering economy, com-
ment on the proposal to invest $1 million in a new product now that is projected to generate
$200,000 profit at the end of each year for eight years, assuming that your company requires
15 percent return on investment before taxes.
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Managing Engineering Design

PREVIEW

This chapter begins by considering the nature of engineering design and the tasks or stages in the
systems engineering and new product development processes, and next the modern emphases on
concurrent (simultaneous) engineering. Special control systems in engineering design—drawing/
design release, configuration management, and design review—are considered. Then design criteria
are introduced, which require special precautions. These criteria, which are important to design, are
discussed: liability, reliability, maintainability, availability, human factors engineering, standard-
ization, producibility, and value engineering.
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240 Chapter 10 Managing Engineering Design

LEARNING OBJECTIVES

When you have finished studying this chapter, you should be able to do the following:

» Describe the stages in systems engineering and the new product development process.
» Explain the importance of product liability issues in design.

» Describe the significance of reliability and other design factors.

* Describe the design factors of maintainability.

» Explain the importance of value engineering.

NATURE OF ENGINEERING DESIGN

Design is the activity that best describes the engineer. To design is to create something that has
never existed before, either as a solution to a new problem or as a better solution to a problem
solved previously. J. B. Reswick summarizes the process of design well:

Design is the central purpose of engineering. It begins with the recognition of a need and the
conception of an idea to meet that need. It proceeds with the definition of the problem, continues
with a program of directed research and development, and leads to the construction and evalua-
tion of a prototype.

Essentially, design is the process of creating a model, usually described in terms of drawings
and specifications (whether on paper or in computer memory), of a system that will meet an iden-
tified need of the customer. The model can then be reproduced by some suitable manufacturing
process and distributed for use, as described in the succeeding chapters.

Engineering design is a process of transforming information, as illustrated in Figure 10-1.
Information provides the input to the process: a statement of the problem to be solved, design stan-
dards, design methods, and the methods of engineering science. Through the activity represented
by the box labeled “Engineering design process,” the engineer performs some logical sequence of
activities, decisions, and analyses to develop a solution to the problem. However, this solution is
of little use until the engineer communicates the solution in the form of drawings, specifications,
financial estimates, written reports, and oral presentations to explain and promote the solution.
Unfortunately, many engineers do not realize the importance of this vital last step of communica-
tion, without which the rest of the work done is fruitless.

Engineering Information ,CuStonller’
: internal or
design process ternag
external

Figure 10-1 The engineering design process.
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SYSTEMS ENGINEERING/NEW PRODUCT DEVELOPMENT

The design of a complex engineered system, from the realization of a need (for a new system or
improvement of an existing system) through production to engineering support in use is known as
systems engineering (especially with military or space systems) or as new product development
(with commercial systems). The (U.S.) National Aeronautics and Space Administration (NASA)
offered a good definition of the first in their NASA Systems Engineering Handbook:

Systems engineering is a robust approach to the design, creation, and operation of systems. In
simple terms, the approach consists of identification and quantification of system goals, creation
of alternative system design concepts, performance of design trades, selection and implementa-
tion of the best design, verification that the design is actually built and properly integrated, and
post-implementation assessment of how well the system meets (or met) the goals. The approach
is usually applied repeatedly and recursively, with several increases in the resolution of the sys-
tem baselines (which contain requirements, design details, verification procedures and standards,
cost and performance estimates, and so on).

Whether called systems engineering or new product development, the engineering of complex
systems is carried out in a series of sequential phases or stages